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Abstract: In this paper we introduce and characterize the notion of approximate predictability
for the general class of metric systems, which are a powerful modeling framework to deal with
complex heterogeneous systems such as hybrid systems. Approximate predictability corresponds
to the possibility of predicting the occurrence of specific states belonging to a particular subset
of interest, in advance with respect to their occurrence, on the basis of observations corrupted by
measurement errors. We establish a relation between approximate predictability of a given metric
system and approximate predictability of a metric system that approximately simulates the
given one. This relation allows checking approximate predictability of a system with an infinite
number of states, provided that one is able to construct a metric system with a finite number of
states and inputs, approximating the original one in the sense of approximate simulation. The
analysis of approximate predictability of Piecewise Affine (PWA) systems is carried out as an
application of the proposed approach.
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1. INTRODUCTION

The study of safety issues in modern control systems is
presently one of the most significant challenges, see e.g.
(Cérdenas et al. (2008)). In this regard, it is fundamental
to be able to understand if the system’s behavior enters
a given subset of the state space on the basis of the
observations. This particular subset of states, which in
the following will be called critical set, may represent
faulty states, unsafe operations or, more generally, any
subset of states which is of particular interest from the
system’s behavior point of view; a state belonging to the
critical set will be called critical state (or also faulty
state or fault). The safety problem can thus be addressed
in two ways, that is either by detecting the occurrence
of states belonging to the critical set within a finite
time interval (diagnosability property), or by predicting
in a deterministic way the occurrence of specific states
belonging to the critical set, in advance with respect to
their occurrence (predictability property). In this paper
we focus on the latter.

Diagnosability has been extensively studied for: i) finite
state systems, see e.g. (Lin (1994)), (Sampath et al.
(1995)), and (De Santis and Di Benedetto (2017)); i) con-
tinuous systems, see e.g (Benosman (2010)) and (Gao et al.
(2015)); 4ii) hybrid systems, see e.g. (Narasimhan and
Biswas (2007)), (Bayoudh and Travé-Massuyes (2014)),
(De Santis and Di Benedetto (2016)), to name a few. In
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the recent paper (Pola et al. (2018)) a novel notion of
approximate diagnosability has been introduced for metric
systems, making it possible to deal with measurements
affected by errors. Metric systems are a powerful modeling
framework to deal with complex heterogeneous systems
such as hybrid systems, characterized by the interaction
of continuous dynamics, modeling physical processes, and
discrete dynamics, modeling computational and commu-
nication components, see e.g. (Tabuada (2009)).

In safety critical applications, predicting the future oc-
currence of particular states of interest is of paramount
importance. Indeed, this allows pro-actively performing
operations on the system to enhance its reliability, optimiz-
ing performance or ensuring safety by avoiding abnormal
behaviors. Motivated by this need, predictability has been
studied for: i) discrete event systems, see e.g. (Genc and
Lafortune (2009)), (Zaytoon and Lafortune (2013)) and
references therein, (Takai and Kumar (2017)); 4) contin-
uous systems, see e.g. (Mosterman and Biswas (1997)).
In this paper we introduce the notion of approximate
predictability for metric systems. In particular, given an
accuracy p > 0 and a set of faulty states F, the notion of
approximate predictability corresponds to the possibility
of distinguishing, from the observations collected up to a
certain time instant T > 0, state runs that will reach for
the first time the set of faulty states F within a finite time
interval A > 0 (i.e., before T+ A), from both state runs
that will not reach the set B,(F), obtained by expanding
F with a factor p, and state runs that already reached
the set of faulty states F at a certain time instant ¢t < 7.



The over approximation of the set F allows taking into
account uncertainties due to measurement errors. When
the accuracy p is equal to zero, approximate predictability
translates to metric systems the notion of (exact) pre-
dictability investigated in (Fiore et al. (2018)) for Finite
State Machines (FSMs).

The main result of this paper is the relation between
approximate predictability of a given metric system and
approximate predictability of a metric system that approx-
imately simulates the given one. Thanks to this relation, it
is possible to check approximate predictability of a system
> with an infinite number of states, e.g. a nonlinear system
or a hybrid system, provided that one is able to construct
a metric system that is symbolic (i.e. with a finite num-
ber of states and inputs), and that approximates ¥ in
the sense of approximate simulation. The construction of
symbolic models for continuous or hybrid control systems
can be achieved under the conditions and by means of
the numerous results existing in the literature on this
topic, see e.g. (Tabuada (2009)) and references therein. To
demonstrate this important aspect of the main result, we
apply it to study approximate predictability of discrete-
time Piecewise Affine (PWA) systems.

The paper is organized as follows. In Section 2 we intro-
duce notation and preliminary definitions. In Section 3 we
define the approximate predictability property. In Section
4 we derive the relation between approximate simulation
and approximate predictability. This relation is applied
in Section 5 to the approximate predictability of PWA
systems. Section 6 offers some concluding remarks and
the Appendix provides algorithms to check approximate
predictability of symbolic metric systems.

2. NOTATION AND PRELIMINARY DEFINITIONS

The symbols N, R, R* and Rar denote the set of non-
negative integer, real, positive real, and nonnegative real
numbers, respectively. The symbol 0,, denotes the origin in
R™. Given a,b € Z, we denote [a; b] = [a, b]NZ. For a finite
set X, the symbol card(X) denotes the cardinality of X.
Given a pair of sets X and Y and a relation R C X x Y,
the symbol R~! denotes the inverse relation of R, i.e.
R1={(y,z) €Y x X : (z,y) € R}. Given X’ C X and
Y’ CY, we denote R(X') ={y € Y|Ir € X' s.t. (z,y) €
R} and R7HY') = {z € X|Jy € Y'st. (z,y) € R}
Given a function f : X — Y and X’ C X the symbol
f(X') denotes the image of X’ through f, i.e. f(X') =
{y € Y|Iz € X'st.y = f(x)}. Given a set X, a set
Y C X x X is said to be symmetric if (y,y’) € Y implies
(y',y) € Y. The minimal symmetric set ¥ C X x X
containing a set Z C X x X is a symmetric set such that
Z CY CY' for any symmetric set Y/ C X x X containing
Z. Given 0 € RT and # € R", we define Bi g g(x) =
{y € R"|y; € [0 + i, 6 + x[,i € [1;n]}, where x; and y;
denote the i—th component of vectors x and y, respectively.
Note that for any # € R*, the collection of sets Bl g o(2)
is a partition of R™. A polyhedron P C R" is a set obtained
by the intersection of a finite number of (open or closed)
half-spaces. A polytope is a bounded polyhedron. Given
aset X, a function d : X x X — R U {oc} is a quasi-
pseudo—metric for X if:

(i) for any x € X, d(z,z) =0 and

(ii) for any z,y,z € X, d(z,y) < d(z, z) + d(z,y).
If condition (i) is replaced by:
(i) d(z,y) =0 if and only if x =y,

then d is said to be a quasi-metric for X. If function d
enjoys properties (i), (ii) and property:

(iii) for any z,y € X, d(z,y) = d(y, ),

then d is said a pseudo—metric for X. If function d enjoys
properties (i), (ii) and (iii), it is said a metric for X. When
function d is a (quasi) (pseudo) metric for X, the pair
(X, d) is said a (quasi) (pseudo) metric space. From (Reilly
et al. (1982)), given a quasi—pseudo—metric space (X, d), a
sequence {z; }ien, over X is left (resp. right) d—convergent
to * € X, denoted liin x; = x* (resp. li_r)n x; = x*), if for

any ¢ € R there exists N € Ny such that d(z;,2*) < ¢
(resp. d(z*,x;) < ¢) for any ¢ > N. Given X C R" we
denote by dj;, the Hausdorff pseudo—metric induced by the
infinity norm || - || on 2%; we recall that for any X;, Xy C
X, dh(Xl, XQ) = max{dh(Xl, XQ), dh(XQ, Xl)}, where
dp (X1, Xo) = sup,, ¢y, infe,ex, ||r1 — 22| is the Haus-
dorff quasi-—pseudo—metric.

3. METRIC SYSTEMS AND APPROXIMATE
PREDICTABILITY

In this paper we consider the class of metric systems,
defined as follows.

Definition 1. (Tabuada (2009)) A system S is a tuple
S:(XvX()aUa 4’7Y7H)a (1)
where:

X is the set of states,

Xo C X is the set of initial states,

U is the set of inputs,

—— C X x U x X is the transition relation,
Y is the set of outputs,

H : X — Y is the output function.

We follow standard practice and denote a transition

(z,u,2’) € —— of S by # —— '. The evolution of
a system is captured by the notions of state and output
runs. Given a sequence of transitions of §

2(0) X% gy MU M 2)

with 2(0) € Xy, the sequences:

z(+): 2(0)z(1) ... 2(]), (3)

y(-) : H(x(0)) H(z(1)) ... H(x(1)), (4)
are called a state run and an output run of S, respectively.
State x(l) is called the ending state of the state run in
(3). The accessible part of a system S, denoted Ac(S),
is the collection of states of S that are reached by state
runs of S. System S in (1) is said to be symbolic if Ac(S)
and U are finite sets, and metric if X is equipped with
a metric. Metric systems are general enough to capture
heterogeneous dynamics arising for example in cyber-
physical systems, see e.g. (Tabuada (2009)). Throughout
the paper we assume that the inputs u of metric system .S
are not available; this assumption corresponds to the point
of view of an external observer that cannot have access to



the inputs of the system S. We now introduce the notion
of approximate predictability.
Definition 2. Consider S = (X, Xy, U, —— ,Y,H) a
metric system with metric d, and denote by B,(z) the
closed ball induced by metric d centered at x € X, and
with radius p € RS‘, ie.

By(x) = {' € X[d(z,2/) < p}. (5)
Given X’ C X, define:

BP(X/) = U Bp(l‘/). (6)
z'eX’

Consider a set F C X of faulty states of S with F N
Xo = 0. Given a desired accuracy p € RS‘ , System S is
(p, F)—predictable if there exists A € N, such that for
any finite state run zf(-) of S for which the ending state
x/(t;) € F, there exists T’ € [to,ts) such that the following
properties hold:

(i) for any state run z®, with y°|, - = yf‘[to_’T], 2| 4o.1)
does not contain states in F;

(ii) for any state run z° such that z° # 2/, with
ys|[t07T} = yf|[tO7T]7 and for any infinite state run

2¢(-) such that x|, 2|y 29 (T+0) €
B,(F), for some 6 < A.

Approximate predictability corresponds to the possibility
of distinguishing, from the observations collected in a cer-
tain time interval [to; T, state runs that will reach for the
first time the set of faulty states F in at most A > 0 time
steps (i.e., within T+ A) from both state runs that will not
reach the set B,(F) and state runs that already reached F
at a previous time instant ¢ < T'. The over approximation
of the set F allows taking into account uncertainties due
to measurement errors. The definition above extends to
metric systems the notion of (exact) predictability given
in (Fiore et al. (2018)) for FSMs!. In particular, when
p = 0, the definition above coincides with the one given in
(Fiore et al. (2018)). Checking approximate predictability
of symbolic metric systems is a decidable problem with
polynomial computational complexity, as discussed in the
Appendix, where we provide an extension of algorithms
described in (Fiore et al. (2018)) from exact to approxi-
mate predictability.

4. MAIN RESULT

In this section we establish the relation between approxi-
mate predictability and approximate simulation.
We start by recalling the following definition.

Definition 3. Consider a pair of metric systems S; =
(Xi7X07i7Uia 41> ,Y;,Hi), Z = 1,2, Wlth Xl and X2

subsets of some metric set X equipped with metric d,
and let ¢ € Rg be a given accuracy. Consider a relation
R C X, x Xo satisfying the following conditions:

(i) Vo1 € Xo,1 Jz2 € Xo,2 such that (z1,22) € R;
(i) d(z1,z2) <e, V(x1,22) € R;
(111) Hl(ﬂfl) = HQ(LEQ), V(ﬁl,xz) eR.

Relation R is an e-approzimate simulation relation from
Sy to Sy if it enjoys conditions (i)—(iii) and the following
one:

1 FSMs considered in (Fiore et al. (2018)) coincide with symbolic
systems considered in this paper.

(iv) Y(x1,x2)

u2 .
xy — > x5 with (27,25) € R.

e R it =y Lll» x} then there exists

System S is e-simulated by S, denoted S7 <. So, if there
exists an e-approximate simulation relation from S; to Ss.
Relation R is an e-approzimate bisimulation relation be-
tween S; and Sy if R is an e-approximate simulation
relation from S; to S, and R~! is an e-approximate
simulation relation from Sy to S;. Systems S7 and Sy are
e-bisimilar if there exists an e-approximate bisimulation
relation between S; and Ss.

Remark 1. The definition above extends the classical def-
inition of bisimulation equivalence of (Milner (1989); Park
(1981)) for concurrent processes, to the class of metric
systems in the sense of Definition 1; when condition (ii) is
removed, it becomes an adaptation to systems of the defi-
nition given in (Milner (1989); Park (1981)) for concurrent
processes. It slightly differs from the one given in (Girard
and Pappas (2007)) where it is assumed that sets Y7 = Y5
are metric spaces with metric d, and conditions (ii) and
(iii) are replaced by d(H; (1), Ho(z2)) < &,Y(z1,72) € R.

We can now present the main result of this paper.

Theorem 1. Consider a pair of metric systems S; =
(X, Xo,, Us, - VY, Hy), i = 1,2, with X7 and Xo

subsets of some metric set X equipped with metric d and
suppose that S; <. Ss. Consider a set F; C X; of faulty
states for S7 and define the set Fo = B.(F1) N X2 of faulty
states for system So. If Sy is (po, F2)—predictable for some
accuracy pz € RT, then S is (p1, F1)—predictable for all
p1 > p2 + 2.

We point out that since S; <. So, in view of conditions
(i) and (iv) of Definition 3 we get R(F;) # 0, where
R is an e-approximate simulation relation from S; to
S, and since by condition (ii) of Definition 3 we have
R(F1) C B.(F1), implying R(F1) N Xa C B.(F1) N X,
the set JF3 is nonempty.

Thanks to Theorem 1, it is possible to check approxi-
mate predictability of a metric system S; on the basis
of approximate predictability of a metric system S5 such
that S7 <. Ss. Therefore, when S, has fewer states than
S1, Theorem 1 can reduce computational complexity in
checking approximate predictability of S;. In particular,
provided that one is able to construct a symbolic metric
system approximating a continuous or hybrid control sys-
tem ¥ (with an infinite number of states) in the sense of
approximate simulation, Theorem 1 allows leveraging the
results reported in the Appendix to check approximate
predictability of X.

We recall that the literature on the construction of sym-
bolic models approximating continuous or hybrid control
systems is very broad, see e.g. (Tabuada (2009)) and the
references therein. Works available in the literature that
fit precisely the framework of this paper are (Pola et al.
(2016, 2008)) proposing symbolic models for incrementally
stable nonlinear systems, (Zamani et al. (2012)) for possi-
bly unstable nonlinear systems, (Girard et al. (2010)) for
incrementally stable switched systems, and (Pola and Di
Benedetto (2014)) for PWA systems. In the next section



the analysis of approximate predictability of PWA systems
is carried out as an application of Theorem 1.

5. APPROXIMATE PREDICTABILITY OF
PIECEWISE AFFINE SYSTEMS

In this section we investigate approximate predictability

for the class of discrete-time Piecewise Affine (PWA)

systems described by the tuple
E:(Rn?ua{zlaZQa“'azN}) (7)

where

e R" is the state space,
o U/ C R™ is the set of control inputs,

e >, i=1,--- N is aconstrained affine control system
defined by:
Cll‘i(t + 1) = Ai.’lﬁi(t) + Biui(t) + fi,
(8)
where f;, i =1,---, N is a constant vector.

We suppose that the sets X; C R™ are polyhedral, with
interior, and that their collection is a partition of R™;
moreover we suppose that the set U is polyhedral. We
denote by x(t, 2o, u) the state reached by ¥ at time ¢t € N
starting from an initial state g € R™ with control input
u: N — U. Since {X;}ien;n) is a partition of R™ the
PWA system XY is deterministic. We are interested in
the evolution of PWA systems within bounded subsets of
the state space R™. Let X be a polytopic subset of R™
representing the region of the state space of ¥ we are
interested in. Define:

and denote by P(X) the set of polytopic subsets of X
We now equip the PWA system with an output function.
Let Y be a finite set of outputs and consider an output
function h : P(X) — Y. Function h naturally induces an
output y on a state x of ¥ by defining y = h(z) where
h(x) = h(X;) if * € X;. In the sequel we refer to the
PWA ¥ equipped with the output function h, and we will
work with the set S(P(X),ds) of pseudo—metric systems
with state pseudo—metric space (P(X),dp). The notion of
approximate simulation relations induces certain metrics
on S(P(X),dp):

Definition 4. (Girard and Pappas (2007)) Consider two
pseudo—metric systems S1,S2 € S(P(X),dp). The sim-
ulation metric dg from S to S5 is defined by:

dS(Sl,SQ) = inf{e S R;ﬂSl =e SQ}
Theorem 2. (Girard and Pappas (2007))
The pair (S(P(X),d),ds) is a quasi-pseudo—metric
space?.

(10)

The expressive power of the notion of systems as in

Definition 1 is general enough to describe the evolution

of PWA systems within the bounded region X" of the state

space R™.

Definition 5. Given the PWA system ¥ and the polytopic

subset & of R™ define the pseudo—metric system:
S(X) = (X,Xo,U, — , Y, H) (11)

where:

2 In (Girard and Pappas (2007)) quasi-pseudo—metric spaces are
termed directed pseudo—metric spaces.

X =Xy =X, equipped with d,

U=U,

T —s 7', if x € X; and 2’ = A;x + Bju + f;,
Y:yv _

o H(z) = h(zx), for any z € X.

System S(X) preserves important properties of ¥, such as
reachability and determinism. Also, since dp,({z},{y}) =
|lx — yl||, metric properties of ¥ are naturally transferred
to S(X) and vice versa. Although system S(X) correctly
describes ¥ within the bounded set X, it is not symbolic
because X and U are not finite sets. For this reason, in the
sequel we introduce a sequence of symbolic models A (%)
that approximate the PWA system Y. To this purpose we
first need to introduce two operators.

Definition 6. Given a PWA system X, the bisimulation
operator is the map:

Bisim : 2¥ — 2% (12)
that associates to any Zy,Zs,...,Z; C & the collection
Bisim({Z1, Zs, ..., Z1.}) of sets {z € Z;|3u € U s.t. A;x +
Biu+ f; € Zj/,ac S XZ} (j7j/ € [1,LD

We can now introduce the splitting operator. We recall
that the diameter Diam(X) of a set X C R" is defined by:
Diam(X) = sup |z — |- (13)
z,ye
Definition 7. Consider a finite collection of polytopes P =
{P1, Py, ..., Py} C P(X). A splitting policy with contrac-
tion rate A €]0, 1] for PP is a map
By P — 2P
enjoying the following properties:
(i) the cardinality of ®(P;) is finite,
(ii) @x(F;) is a partition of P, 4
(iii) Diam(P/) < ADiam(P;) for all P/ € ®,(F;).

(14)

In the sequel, Split, denotes a splitting policy with
contraction rate A and we abuse notation by writing
Splity({F1, %, ..., Pn }) instead of ;1. n SPLity ().

We now have all the ingredients to introduce a sequence
of abstractions A/ (X) approximating the PWA system X.
Consider the following recursive equations:

{ XO = {XDXQa "'7XN}7

X 41 = Split, (Bisim(X 7)), M € N. (15)

At each order M € N, the set Xj; naturally induces a
system that is formalized as follows.

Definition 8. Given the set Xj; define the pseudo—metric
system
Ay (E) = (X, Ungy, —p 5 Yoy, Hi) (16)
where:
e Xpr = Xy U {X¥\Uxex,, X}, equipped with the
pseudo—metric dj; a state in X,/ is denoted by X73,,
. Xfw —L» X{;I if there exist x € X%/[ and v € U such
that A;x + Byu + f; € X%;[,/and V={uellFre
X, s.t. A;x+ Biu+ f; € X{,}, where index ¢ is such
that X4, C X&;,



e U,; is the collection of all sets V' C U for which
X3 = X

e Yy =D,

° HM(X%/[) =y if iju C X; and h(X;) =y.

By construction, system Aj;(X) is symbolic. Symbolic
system A 741 (X) can be viewed as a refinement of Ay (X).
The following result holds as a direct consequence of the
definition of operator Bisim.

Proposition 1. If Xy = Bisim(Xjs) then Ay (X) and
S(X) are exactly bisimilar.

We point out that, in general, even if an exact bisimulation
of a given PWA system X exists, there is no guarantee that
it can be found by the recursive equations in (15); this is
because in general Split, does not satisfy the reachability
properties of ¥. On the other hand, as we shall show in
the sequel, the splitting operator is a key element to prove
the convergence properties of the sequence A (X).

We now proceed with a step further by providing our
approximation scheme and a quantification of its accuracy.
Define:

max Diam(X73,).
XIJW eXnr

Function Gran provides a measure of the ”granularity” of

the symbolic system A, (X) (i.e. how fine is the covering
of the set X).

The following result provides an upper bound for the
distance between the PWA system ¥ and the abstraction
Ay (D).

Theorem 3. ds(S(X), A (X)) < Gran(Ap(X)).

The rest of this section is devoted to the analysis of the
convergence of the sequence {An;(2)}aren to S(X).

Lemma 1. Gran(Apr11(2)) < AGran(Aps(2)).
Theorem 4. S(X) :hin Ay (2).

Proposition 1, Theorem 3, Lemma 1 and Theorem 4 are
straightforward generalizations of Proposition 1, Theorem
2, Lemma 1 and Theorem 3 in (Pola and Di Benedetto
(2014)), respectively, from PWA systems to PWA systems
equipped with outputs.

We can now state the following results that follow as a
direct application of Theorem 1.

Theorem 5. Given a critical set F C R™ and a desired
accuracy € € RT, if there exists M € N such that
Ay (X) is (kvy, Fe)—predictable for some k& € N, with
v = Gran(Ap (X)) and Fo = B(F) N Xy, then ¥ is
(p, F)—predictable, for any p > kv + 2¢.

Corollary 1. Given a critical set F C R™ and a desired
accuracy € € RT, if there exists M € N such that
Ay (%) is (kvy, Fe)—predictable for some k& € N, with
v = Gran(Ay (X)) and F. = B(F) N Xy, then A;(X)
is (kv, F!)—predictable, with F! = B.(F) N X;, for any
1> M,ieN.

Given the critical set F C R™ and a desired accuracy
¢ € RT, Theorem 5 allows checking approximate pre-
dictability of a PWA system X by recursion, that is, by
constructing the abstraction A;(X) and checking its ap-
proximate predictability with respect to F} = B.(F)NXj.

If A;(X) is not predictable, then the refinement Aq(X) is
derived, and so on, until M € N is found such that A/ (%)
is predictable. If this is not found, nothing can be inferred
about the approximate predictability of the PWA system
Y. The sufficient condition provided in Theorem 5 is a
direct consequence of the existence of sequence of symbolic
models that approximate the PWA system in the sense of
approximate simulation.

6. CONCLUSIONS

In this paper we introduced and characterized the notion
of approximate predictability for metric systems and we
described how to check this property for symbolic metric
systems. Furthermore, we established a relation between
approximate predictability and approximate simulation.
This relation allows checking approximate predictability
of a system ¥ with an infinite number of states for which a
symbolic metric system (i.e., with a finite number of states
and inputs) approximating X in the sense of approximate
simulation can be constructed. This result was applied
to the analysis of approximate predictability of piecewise
affine systems.
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7. APPENDIX

In this section we show how to check approximate
predictability of metric symbolic systems by extend-
ing the algorithm given in (Fiore et al. (2018)) for
exact predictability. Given a symbolic metric system
S = (X, Xo,U, JY,H), let Post(z) = {2’ €
X| 3z —— '}, Pre(z') = {z € X| Iz —— 2'}. For
aset X' C X, let Post(X') = |J, ¢ xs Post(z), Pre(X’) =
U.ex Pre(z). Given S and a set of faulty states F C X,
define the symmetric sets:

M= {(x.2') € X x X : H(z) = H(x')}

(18)
and

O={(z,”)e X xX:x=2"} CIL (19)

We recall, from e.g. (De Santis and Di Benedetto (2017)),
that two state runs of system S are indistinguishable if
their corresponding output runs coincide. Let Z* be the
set of all pairs (z,2’) € II reachable from X, with two
indistinguishable state runs. Set Z* can be computed by
using the following recursion:
11 = (Xo X Xo) NII,
Trpi1 = {(z,2’) € I : (Pre(x) x Pre(z’)) NIy # 0} ULy,
ke N.

Lemma 2. Consider recursion (20). Then:
i) The least fixed point of recursion (20) exists, is unique
and is equal to Z*.
i1) Recursion (20) reaches the fixed point Z* in at most
card(X)? steps.

(20)

Given a set F C X, R71(F) is the set of states z € X
from which it is possible to reach the set F after one step,
but not before, that is:

RYF) ={reX,xcF :Post(x)NF#0} (21)
Let Fy(F) C R™(F) be the set of states from which it is
possible to reach the set F in finite time, that is:
Fi(F)={x e X : Va(-),z(0) = ¢, z(i) € F,i € [2,+00)}.

(22)

Let F(F) be the complement of the maximal set of states
starting from which there exists an arbitrarily long state
run belonging to F, then:

F\(F) =R YF)NnF(F). (23)

Given system S, define the symbolic metric system S =
(X, Xo,U, — ,Y,H) where x —Z» 2’ if and only if

z —— z' and z ¢ F.
Assumption 1. Sets Fy(F) and R~ (F) computed for the

symbolic metric system S are such that F;(F) # 0 and
R™Y(F) = Fy(F).

Given system §7 let 7* be the set of pairs of states
reachable from X with two indistinguishable state runs,
and we also define the following set:

Fy\(F)={z € Fy(F) : Pre(z) NF(F) #0}.  (24)

We can state the following:
Theorem 6. System S is (p, F)—predictable if and only if
for system S the following holds:

7N (Fl (F) x Dl(}')) -0 (25)

where:

Dy (F) = F(B,(F)) UF. (26)

The proof of the above result is a direct consequence of
Proposition 8 in (Fiore et al. (2018)).

Remark 2. Space and time complexities in computing Z*
are respectively, O (card(X)?) and O (card(X)®) (as de-
scribed in (De Santis and Di Benedetto (2017))). Space
and time complexities in computing F;(F) are respec-
tively, O (card(X)) and O (card(X)?) (as described in
(Fiore et al. (2018))). Similar observations on complex-
ity hold for computation of £y (F) and D;(F). Therefore
checking approximate predictability is a polynomial time
algorithm.



