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Abstract: This work deals with the observability analysis for LHS’s considering both known
and unknown inputs and constrained discrete dynamics, modeled by Petri nets. For this, the
concept of eventual observability is recalled as the possibility of uniquely determining both
the discrete and the continuous states after a finite number of switchings. In this way, the
information provided by the continuous and the discrete outputs of the LHS can be combined
to determine the discrete state after a finite number of switchings. Next, based on the knowledge
of the visited locations, a continuous observer can estimate the continuous state. It is shown
that under this approach the observability conditions are greatly relaxed with respect to other
approaches in the literature, in particular, neither the observability of the linear systems nor
the observability of the underlying discrete event system are required.
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1. INTRODUCTION

A Linear Hybrid System (LHS) can be defined as a col-
lection of Linear Systems (LS’s) and a switching signal
determining the LS structure that rules the behavior of the
LHS. The switching signal is a function of the time that
takes discrete values, thus the LHS has a continuous state
and a discrete state. There are interesting applications in
which the LHS is not allowed to commute from a given LS
to any other in the collection. We refer to this property as
constrained discrete dynamics. For instance, in process sys-
tems it frequently occurs that discrete actuators, leading
to different LS’s, must be activated according to certain
sequence (e.g., Balluchi et al. (2005)). Nonlinear models
are frequently approximated by LS’s operating at different
operation points, leading to autonomous switchings (e.g.,
Song et al. (2015)) where a LS can only switch to its neigh-
bors. In traffic systems in urban areas, when considering
a fluid flow approach for the traffic behavior, traffic lights
lead to different LS’s (e.g., Vázquez et al. (2010)) that are
commuted according to a predefined light sequence.

The observability is a fundamental property of any dy-
namic system, defined as the possibility to recover its
internal state from the knowledge of its dynamic model,
external observations and the known applied inputs. The
observability in LHS’s has been studied considering differ-
ent assumptions and approaches. For instance, in Sun et al.
(2002) and Mart́ınez-Mart́ınez et al. (2014) the switching
signal is designed to improve the observability. In Tanwani
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et al. (2011, 2013) it is assumed that the switching signal
is known, thus the continuous state is estimated by the
combination of partial observations obtained when visiting
each LS. In Vidal et al. (2003); Santis et al. (2003); Gómez-
Gutiérrez et al. (2012) the switching signal is unknown, but
the switching from any LS to any other LS is allowed. It is
known that without any information about the switching
sequence, for observability it is required that each LS is
observable and each pair of LS’s is distinguishable (Vidal
et al. (2003); De Santis (2011); Gómez-Gutiérrez et al.
(2012)), i.e., two different LS’s must not produce the same
output trajectory in order to be able to determine the
discrete state. Another studied assumption is the exis-
tence of unknown inputs, which can represent faults, state
perturbations and parametric variations. This assumption
was considered in Gómez-Gutiérrez et al. (2012).

Most of the observability and observer synthesis works
consider that the LHS can switch from any LS to any
other LS. There are few works in the literature addressing
the case in which the switching is constrained. In Arichi
et al. (2014) a LHS is defined such that the switching
signal is generated by a Petri net (PN), assuming that
the continuous systems are observable and the PN is ob-
servable after each switching. In Balluchi et al. (2002) the
observer synthesis problem is addressed considering that
the switching signal is produced by a finite automaton.
There, the discrete location is determined by computing
residuals from Luenberger observers. In Petreczky and
van Schuppen (2010), the observability of LHS where the
discrete dynamic is determined by a Moore automaton is
addressed. There, each pair of states with the same discrete



output are required to be distinguishable, which requires
their associate LS to be observable.

In this work the observability analysis for LHS is ad-
dressed, considering both known and unknown inputs and
constrained discrete dynamics, modeled by PNs. This
work is an extension to Vázquez et al. (2017), in which the
observability and observer design for autonomous LHS
was considered. For this, the concept of eventual observ-
ability is recalled as the possibility of uniquely determining
both the discrete and the continuous states after a finite
number of switchings. The information provided by the
continuous and the discrete outputs of the LHS is com-
bined to determine the discrete state after a finite number
of switchings. Next, based on the knowledge of the visited
locations, the continuous state can be reconstructed. This
approach greatly relaxes the observability conditions, since
neither the observability of the LS’s nor the observability
of the PN are required.

This paper is organized as follows. In Section 2 some basic
concepts about LHS’s and PN ’s are provided. In Section
3, the eventual observability problem is defined and the
proposed approach is introduced. Section 4 introduces
the observability analysis of LHS’s, presenting Theorem
5, in which sufficient conditions of eventual observability
of LHS’s are provided. The application of this result is
illustrated trough an example. Finally, some conclusions
are presented in Section 5.

2. BASIC CONCEPTS AND DEFINITIONS

In the sequel, given a vector a, its j-th entry is denoted as
a[j]. Similarly, given a matrix A, A[i, j] denotes its entry
at the i-th row and j-th column.

2.1 Petri nets

Definition 1. An Interpreted Petri net (IPN) system is a
discrete event system described by the tuple ⟨N ,M0,Σo,Φ⟩,
where N is a PN structure, i.e., a bipartite directed graph
N = ⟨P, T, Pre, Post⟩ where places (P ) and transitions
(T ) are disjoint sets of nodes and Post and Pre are
|P | × |T | natural valued incidence matrices that describe
the arcs from nodes in T to nodes in P , and from nodes
in P to nodes in T , respectively. M0 ∈ N|P | is a vector,
named initial marking, that encodes the number of marks
or tokens that initially reside in the net places, Σo is an
alphabet of observable label types and Φ : P → 2Σo is a
mapping that associates a subset of labels to each place. A
label type can be associated to different places. The state
in a PN system is defined as the distribution of marks in
the places, codified in the marking vector M ∈ N|P |. The
evolution of the IPN system is described as follows:

(1) A transition ti ∈ T is said to be enabled at the
marking M ∈ N|P | if M [j] ≥ Pre[j, i] ∀pj ∈ P .

(2) The occurrence or firing of an enabled transition
ti leads to a new marking distribution M ′ ∈ N|P |

that is computed by using M ′ = M + W · ei, where
W = Post−Pre is named the incidence matrix and ei
denotes the i-th column vector of the identity matrix
of dimension |T |.

(3) If there is a token at place pj ∈ P and the set of
labels {li, ..., lk} ∈ 2Σo are associated to pj then all
the labels li, .., lk will be concurrently observed.

Here we consider strongly connected safe state machine
PN ’s, i.e., for each pair of nodes a, b ∈ P ∪ T there
is a directed path from a to b, there will be only one
token in the net and each transition has one input arc
and one output arc of unitary weight. Consequently, the
IPN output can be characterized by a matrix Φ defined
as: Φ[i, j] = 1 if li ∈ Σo is associated to pj ∈ P , and
Φ[i, j] = 0 otherwise. Thus, the discrete output vector yd
can be computed as

yd = Φ ·M
where yd[i] = 1 iff the label li is observed, otherwise
yd[i] = 0. Thus, observing labels is equivalent to observing
yd. Nevertheless, notice that observing labels does not
necessarily allow the determination of the marking, for
instance, if all the places are associated to the unique label
type l1, an external observer will observe l1 at any time,
thus being unable to determine the current marking.

A sequence of transitions σ = t1...tk is said to be a
fireable sequence from a marking M1 if there are markings
M2, ...Mk+1 such that ti is enabled at Mi and its firing
leads to the marking Mi+1. The length of a sequence σ,
denoted as |σ|, is defined as the number of transition firings
in σ. The marking reached after the firing of σ is given by
the so called fundamental equation

M ′ = M +W · σ (1)

where σ =
∑

i∈{1,...,k} ei is called the firing count vector of

σ (notice σ is a sequence while σ is a vector). In the sequel,
the column of W related to the transition ti is denoted as
W (•, ti). Given a transition ti ∈ T , the pre-set of ti is
defined as •ti = {pj ∈ P |Pre[j, i] ̸= 0}. Two transitions
ti and tj are said to be in conflict relation if •ti =

• tj , in
such case, {p} =• ti is said to be a choice place.

Definition 2. Given a PN , a T-semiflow is a vector X ≥ 0
(comparison is component-wise) such that W ·X = 0 and
X ̸= 0. The PN is said to be consistent if there exists
a T-semiflow X > 0. The firing of a sequence σX , such
that σX is a T-semiflow, will lead to the same marking.
In such case, we say that σX describes the T-semiflow X.
A T-semiflow X is said to be minimal if there does not
exist another T-semiflow such that Y ≤ X.

In strongly connected safe state machines, the length of
any sequence describing a minimal T-semiflow is lower or
equal than |T |. See Colom and Silva (1987) for computa-
tion methods of minimal T-semiflows.

2.2 Linear Hybrid Systems

Definition 3. A Linear Hybrid System (LHS ) Σα(τ) is a
collection of linear systems (LS ’s) F = {Σ1, . . . ,Σm}, each
one defined in the state space X = Rn, and a switching
signal α(τ), taking values in {1, . . . ,m}, that determines
the active linear system. Σα(τ) evolves according to



ẋ(τ) = Aα(τ)x(τ) +Bα(τ)u(τ) + Fα(τ)v(τ), x(τ0) = x0

y(τ) = Cα(τ)x(τ) (2)

α(τ) ∈ {1, . . . ,m}.
where u ∈ Rq is the known input, v ∈ Rr is an unknown
input (disturbance) and y ∈ Rs is the continuous output.
The evolving LS at a mode i ∈ {1, . . . ,m}, i.e. α(τ) = i,
is represented by Σi(Ai, Bi, Fi, Ci) or simply by Σi, where
Ai, Bi, Fi and Ci are matrices of appropriate dimensions.
The initial mode is assumed to be fixed but unknown.
Neither resets nor state-jumps are considered in this work,
thus, if a switching occurs at time τi then x(τ−i ) = x(τ+i ).
Here, α(τ) is generated by a strongly connected safe state
machine IPN, as in Definition 1, having m places and one
token at the initial marking. Thus, α(τ) = i if there is a
token at place pi at time τ .

The choice for a state machine IPN for the discrete
dynamics allows us to use existing results for the observ-
ability analysis. Nevertheless, the analysis herein presented
can be easily extended to consider any other class of
bounded IPN or Moore automata.

2.3 Observability of LS’s with unknown inputs

The observability of a LS under unknown inputs was
investigated in Basile and Marro (1969) from a geometrical
perspective. Let us recall the main result.

Theorem 1. Basile and Marro (1969) The observability
subspace of a LS Σ = (A, 0, F, C) with unknown inputs
v is the least (AT , (Im(F ))⊥)-conditioned invariant con-
taining Im(CT ), which can be recursively computed as:

Y0 = Im(CT )
Yk = Im(CT ) +AT (Yk−1 ∩ (Im(F ))⊥), k = 1, ..., n− 1.

(3)
By duality, the unobservable subspace of Σ = (A, 0, F, C)
is the greatest (A, Im(F ))-controlled invariant contained
in ker(C), which can be iteratively computed as follows:

V0 = kerC
Vk = kerC ∩A−1

(
Im(F ) + Vk−1

)
, k = 1, ..., n− 1.

(4)

2.4 Distinguishability concepts

An important concept in the observability of LHS is the
distinguishability property (Vidal et al. (2003); Gómez-
Gutiérrez et al. (2012)) which deals with determining the
currently evolving LS from the continuous output.

Definition 4. Denote as u[0,τ ] and v[0,τ ] the known input
and the unknown input trajectories during a proper time
interval [0, τ ], respectively. A linear system Σi is said to
be distinguishable from Σj if

∀x0, u[0,τ ], v[0,τ ], @x′
0, v

′
[0,τ ] such that

yi(x0, u[0,τ ], v[0,τ ]) = yj(x
′
0, u[0,τ ], v

′
[0,τ ]),

(5)

where yi(x0, u[0,τ ], v[0,τ ]) denotes the output trajectory
during [0, τ ], described by the evolution of the LS Σi from
the initial state x0, when the known and unknown inputs
u[0,τ ] and v[0,τ ] are applied. If condition (5) is not fulfilled
then Σi is said to be indistinguishable from Σj .

It may occur that a LS Σi is distinguishable from another
Σj but Σj is indistinguishable from Σi. In such case, if the
LHS is evolving at Σi we can determine from the known
input and output measures that the LHS is not at Σj , on
the contrary, if the LHS is at Σj we cannot determine that
the system is not at Σi. The following distinguishability
result is recalled from Gómez-Gutiérrez et al. (2012).

Proposition 2. Consider two LS’s Σi = (Ai, Bi, Fi, Ci)
and Σj = (Aj , Bj , Fj , Cj). Define Aij = diag(Ai, Aj),
Cij = [Ci,−Cj ], Bij = [BT

i BT
j ]

T , Fi = [FT
i 0]T and Fj =

[0 FT
j ]T . Let Wij be the indistinguishable subspace of

Σi and Σj , computed as the greatest (Aij ,Bij)-controlled
invariant contained in ker(Cij) and let V be the greatest
(Aij ,Fj)-controlled invariant contained in ker(Cij). Let
Q : R2n → Rn be a natural projection. The system Σi is
distinguishable from Σj for almost every initial state iff
one of the following conditions hold:

(1) dim(QWij) < dim(X )
(2) Im[Bij ,Fi] ̸⊆ V + Fj

The first condition implies that for almost any initial con-
dition x0 ̸∈ QWij and then the LS Σi can be distinguished
from Σj . This condition is referred as generic (in terms of
algebraic geometry, the exceptional set is an algebraic set
defined as an affine variety of lower dimension). The second
condition states that the combination of the known input
u(τ) and the unknown input v(τ) does not lie neither in
the indistinguishable subspace nor the image of Fj , thus,
the inputs make possible to distinguish Σi from Σj .

If the initial condition is known, Proposition 2 can be used
with W c

ij instead of Wij in condition (1), where

W c
ij = Im

([
I
I

])
∩Wij (6)

3. OBSERVABILITY APPROACH

Let us introduce the observability notion considered in this
work, adapted from Vázquez et al. (2017).

Definition 5. A Linear Hybrid System Σα(τ) is said to be
eventually-observable if there exists a finite integer k such
that, after the occurrence of k switchings from the initial
state, the current continuous state x and the current mark-
ing of the underlying IPN M can be exactly determined
by using the knowledge of the continuous output y(τ), the
known continuous input u(τ) and the discrete output yd(τ)
during the evolution of the system (i.e., from the initial
time until the k-th switching), and the continuous and
discrete states can be exactly determined for future time.

For the observability analysis, we will consider the strategy
proposed in Vázquez et al. (2017) for autonomous systems,
which consists of the following steps:

I. The distinguishability of the LS’s is captured as
labels that are added to the places of the IPN .

II. The observability of the IPN is investigated. If it
is observable then the discrete state can be uniquely
determined in a finite number of switchings, by de-
tecting the occurrence of a minimal T-semiflow.



III. The possibility to determine the continuous state is
analyzed, assuming the switching sequence is known,
for any sequence describing a minimal T-semiflow.

IV. The possibility to track both the discrete and contin-
uous states for further time is analyzed.

In the sequel, the following assumptions will be made.

(1) The firing of each transition produces a change in the
output, i.e., ΦW (•, ti) ̸= 0, ∀ti ∈ T .

(2) The firing of the transitions of the IPN are neither
controllable nor known (measured).

(3) There are no continuous state jumps at switchings,
i.e., for each switching time τ it holds x(τ−) = x(τ+).

4. OBSERVABILITY ANALYSIS

4.1 Labeling of distinguishable linear systems

In the following algorithm, new labels are added to the
places based on the distinguishability between pairs of
LS’s with unknown input.

Algorithm 1: Labelling I

(1) Initialize the distinguishability matrixD as a |P |×|P |
matrix with null entries.

(2) For any pi ∈ P do:
(a) For any pj ∈ P do:

(i) If pi is distinguishable from pj according to
Proposition 2, then setD[i, j] = 0, otherwise
set D[i, j] = 1.

(3) The augmented output matrix for the IPN is:

ΦI =

[
Φ
DT

]
(7)

The previous algorithm adds |P | new label types or out-
puts. For instance, suppose that the LHS is evolving at
Σi, which is distinguishable from any other Σj in the
collection, thusD[i, j] = 0 and (DT )[j, i] = 0. On the other
hand, D[i, i] = 1 by definition. Now, since the LHS is
evolving at Σi then M has only one mark at pi. Therefore,
(DT ·M)[j] = 0 ∀j ̸= i and (DT ·M)[i] = 1, i.e., only the
i − th new output is 1, while the others are 0, thus it is
possible to determine the marking from the new outputs
when pi is marked. This agrees with the possibility to
determine that Σi is the active LS based on the continuous
output and the distinguishability of the LS’s.

In other case, if Σi is indistinguishable from a LS Σk, thus
D[i, k] = 1, (DT )[k, i] = 1 and then (DT ·M)[k] = 1, i.e.,
the k − th new output is 1. Moreover, (DT · M)[i] = 1,
meaning that it may be possible that either pk or pi
is marked. Of course, since the LHS is evolving at Σi

and this LS is indistinguishable from Σk it is expected
that, by only observing the continuous output, we cannot
determine which one of them is active, we just can say that
either Σi or Σk is active.

4.2 Estimation of the discrete state

Once the IPN is enriched with additional labels, the
following step is to investigate the observability of the

IPN . This property was studied in Nuño-Sánchez et al.
(2015). From there, the following result can be derived:

Corollary 3. Let < N ,M0,Φ > be a live, binary and pure
state machine. Assume that the firing of any transition
makes a change at the output, i.e., ΦW (•, ti) ̸= 0, ∀ti ∈ T .
After a finite number of firings, the marking can be inferred
from the output iff

(1) Distinguishability of sequences describing minimal T-
semiflows: For each pair of firing sequences σ1 =
t11, t

1
2...t

1
h and σ2 = t21, t

2
2...t

2
h that describe minimal

T-semiflows, it holds ΦW (•, t1j ) ̸= ΦW (•, t2j ) for some
j ∈ {1, .., h}.

(2) Preservation of the marking estimation at choices:
∀ti, tj ∈ T with •ti =• tj it holds ΦW (•, ti) ̸=
ΦW (•, tj).

Condition 1) implies that, after a finite number of firings,
the current marking can be uniquely computed (any infi-
nite sequence must describe T-semiflows, thus if the firing
of T-semiflows produce different outputs then the marking
can be computed at some moment). Condition 2) implies
that, once the current marking is computed, it will be
possible to track the token trajectory (notice that if two
transitions ti and tj are in conflict and produce the same
output change, their firings will be confused).

In our case, the information provided by the continuous
and discrete outputs will be combined in order to estimate
the marking. This will be achieved by considering ΦI

instead of Φ, where ΦI is the output matrix obtained from
the algorithm Labelling I.

4.3 Estimation of the continuous state

Once the marking is determined, it is required to estimate
the continuous state. In this work, each LS may be unob-
servable, then, the information provided by the continuous
output when the LHS is switching through different LS’s
must be collected and combined for the continuous state
estimation. The following proposition gives conditions for
the continuous state estimation by computing the unob-
servable subspace through a switching sequence.

Proposition 4. Consider a LHS as in Definition 3. Let
τ1, . . . , τj be a sequence of switching times such that τ1 <
. . . < τk and α(τ) = qi ∈ {1, . . . ,m} for all τ ∈ [τi−1, τi),
i.e. the switching signal α(τ) produces the mode sequence
q1, . . . , qk. Let V̄k

0 be the unobservable subspace through
the sequence recursively computed by the Algorithm 2.
The continuous state of the LHS can be uniquely com-
puted for the switching signal α(τ) if V̄k

0 = {0}.

Algorithm 2 : Unobservable subspace through a se-
quence α = q1, ..., qk.

(1) Initialize: V̄0
0 := Rn.

(2) For i = 1 to k do:
(a) Initialize: W0

i := ker(Cqi) ∩ V̄i−1
0

(b) For j = 1 to n− 1 do:

(i) Compute: Wj
i := ker(Cqi)∩A−1

qi (Im(Fqi)+

Wj−1
i )

(c) Define: V̄i
0 = Wn−1

i



Proposition 4 must be verified for each firing (mode)
sequence that describes a minimal T-semiflow.

4.4 Tracking the state

Once the marking and the continuous state are estimated,
it is required to keep track of both. The marking esti-
mation can only be lost after visiting a choice place. As
in the first stage, the continuous output can be used to
determine the marking immediately after visiting a choice
place, by adding labels to distinguishable places as in the
algorithm Labelling I, but in this case the continuous state
is known before the last switching. This is considered in
the following labelling algorithm:

Algorithm 3: Labelling II

(1) Initialize the distinguishability matrix for conflictsDc

as |P | × |P | matrix with null entries.
(2) For any pi ∈ P do:

(a) For any pj ∈ P do:
(i) If pi is distinguishable from pj with known

input, i.e., according to Proposition 2 with
W c

ij instead of Wij , then set Dc[i, j] = 0,
otherwise set Dc[i, j] = 1.

(3) The augmented output matrix for the IPN is:

ΦII =

[
Φ
DT

c

]
(8)

Therefore, to maintain the marking estimation, for each
choice place po it must hold ∀ti, tj ∈ p•o, ΦIIW (•, ti) ̸=
ΦIIW (•, tj), where ΦII is the output matrix of the IPN
obtained after the algorithm Labelling II. Additionally,
to maintain the continuous state estimation despite the
presence of the unknown inputs, it is required that, in
each LS, the unknown input does not affect the unobserv-
able subspace, i.e., Im(Fi) ∩ Vi = {0}, where Vi is the
unobservable subspace of Σi as described in Theorem 1.

4.5 Observability conditions

The previous discussion results in sufficient conditions
for the eventual-observability of LHS’s with constrained
discrete dynamics and unknown inputs.

Theorem 5. Consider a LHS. Consider the assumptions
enumerated in Subsection 3. The system is eventually-
observable (Definition 5) if the following conditions hold:

(1) Distinguishability of sequences describing minimal T-
semiflows: Given two firing sequences σ1 = t11, t

1
2...t

1
h

and σ2 = t21, t
2
2...t

2
h that describe minimal T-semiflows

(i.e., Wσ1 = Wσ2 = 0), it holds ΦIW (•, t1j ) ̸=
ΦIW (•, t2j ) for some j ∈ {1, .., h}, where ΦI is the
output matrix of the IPN obtained after applying
algorithm Labelling I.

(2) Unique estimation of the continuous state: Proposi-
tion 4 holds for any mode sequence resulting from a
firing sequence describing a minimal T-semiflow.

(3) Preservation of the discrete state estimation: ∀ti, tj ∈
T with •ti = •tj , ΦIIC(•, ti) ̸= ΦIIC(•, tj), where
ΦII is the output matrix of the IPN obtained after
algorithm Labelling II.

(4) Preservation of the continuous state estimation: for
every LS, Im(Fi) ∩ Vi = {0}, where Vi is the
unobservable subspace as described in Theorem 1.

4.6 Example

Fig. 1. Underlying IPN of the LHS. The firing sequences
t1t3t5t7t9 and t2t4t6t7t9 are indistinguishable.

Consider a LHS that consists of the IPN of fig. 1, with
label types {A,B,C,D}, and the collection of the following
LS’s (each place pi is associated to the LS Σi).

Ai Bi Fi Ci

Σ1

[
−3 0 0
0 −2 0
0 0 −1

] [
1
2
0

] [
1
0
0

] [
1 0 0

]
Σ2

[
0.2 0 0
0 −2 0
0 0 −0.1

] [
0
1
0

] [
1
−1
0

] [
1 1 0

]
Σ3

[
0.2 0 0
0 −2 0
0 0 −0.1

] [
0
1
0

] [
0.5
−1
0

] [
2 1 0

]
Σ4

[
−1 0 0
0 −2 0
0 0 −3

] [
1
2
0

] [
1
−1
0

] [
1 1 0

]
Σ5

[
0.5 0 0
0 −5 0
0 0 −0.01

] [
1
1
0

] [
0
0
0

] [
1 0 0

]
Σ6

[
−0.25 0 0

0 −3 0
0 0 −0.01

] [
0
1
1

] [
0
0
0

] [
0 1 1

]
Σ7

[
−1 0 0
0 −2 0
0 0 −0.1

] [
1
1
0

] [
1
1
0

] [
1 1 0

]
Σ8 A7 B7 F7 C7

Let us firstly investigate the observability of the IPN .
The following sequences and their rotations describe all
the minimal T-semifows: σ1 = t1t3t5t7t9, σ2 = t2t4t6t7t9,
σ3 = t1t3t5t8t10 and σ4 = t2t4t6t8t10. The sequences σ1

and σ3 produce the same output trajectories that σ2 and
σ4, respectively. Furthermore, the firings of the transitions
in the conflict {t1, t2} produce the same output change.
Thus, the IPN of fig. 1 is unobservable.

On the other hand, almost all the LS’s are indistinguish-
able between them, excepting Σ5 and Σ6 in which Fi = 0.
Consequently, it is not possible to determine the active



LS by only using the continuous output information. Even
more, none of the LS’s is observable. The distinguishabil-
ity relations of the LS’s are described by the following
distinguishability matrices.

D =



1 1 1 1 0 0 1 1
1 1 1 1 0 0 1 1
1 1 1 1 0 0 1 1
1 1 1 1 0 0 1 1
1 1 1 1 1 0 1 1
1 1 1 1 0 1 1 1
1 1 1 1 0 0 1 1
1 1 1 1 0 0 1 1


, Dc =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 1 1
0 0 1 0 0 0 0 0
0 0 0 1 0 0 1 1
1 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1


.

Now, let us demonstrate that the LHS is observable.
First, the algorithm Labelling I results in ΦI = [ΦT DT ].
The firing of all the sequences that describe minimal T-
semiflows provide different output trajectories with ΦI ,
thus the first condition of the Theorem 5 holds. On
the other hand, the unobservable subspace of the mode
sequences Γ1 = Σ1Σ2Σ4Σ6Σ7, Γ2 = Σ1Σ3Σ5Σ6Σ7, Γ3 =
Σ1Σ2Σ4Σ6Σ8 and Γ4 = Σ1Σ3Σ5Σ6Σ8, associated to the
firing sequences σ1, σ2, σ3 and σ4, was computed with

the Algorithm 2, obtaining V5

0 = {0} for all the cases.
Thus, the second condition is verified. Next, let us analyze
the conflicts. The firing of any transitions in the conflict
t7t8 can be distinguished from the original discrete output.
On the other hand, for the conflict t1t2, the algorithm
Labelling II is applied obtaining ΦII = [ΦDT

c ], with which
the firings of t1 and t2 produce different output changes.
Thus, the third condition is verified. Finally, in order to
verify the fourth condition, the unobservable subspaces
of the LS’s are computed as described in Theorem 1,
obtaining that Im(Fi) ∩ Vi = {0} for all the LS’s.
Then, the fourth condition is verified. Therefore, the LHS
is eventually observable by combining the discrete and
continuous outputs information.

5. CONCLUSIONS

In this work, sufficient conditions are provided for the
eventual observability of LHS in which the discrete dy-
namics are constrained by a PN and both known and
unknown continuous inputs are applied to the LSs. In the
proposed approach, the continuous and discrete outputs
information can be combined to determine the discrete
location. After that, the continuous state can be recon-
structed by partial observations in the visited LS’s. It is
shown through an example that a LHS can be observable
even if the LSs and the PN are unobservable.
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