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Abstract

We study the logical complexity of proofs in cyclic arithmetic (CA), as introduced by
Simpson in [33], in terms of quantifier alternations of formulae occurring. Writing CX,, for
(the logical consequences of) cyclic proofs containing only 3, formulae, our main result is
that I3, ., and CX,, prove the same II,,,; theorems, for n > 0. Furthermore, due to the
‘uniformity’ of our method, we also show that CA and Peano Arithmetic (PA) proofs of
the same theorem differ only elementarily in size. These results improve upon the bounds
on proof complexity and logical complexity implicit in [33] and [4].

This abstract is based on a preprint of the same name, [14].

Introduction and motivation

Cyclic and non-wellfounded proofs have been studied by a number of authors as an alternative
to proofs by induction. This includes cyclic systems for fragments of the modal p-calculus, e.g.
[26, 34, 16, 18, 17, 1], structural proof theory for logics with fixed-points, e.g. [31, 20, 19, 2],
(automated) proofs of program termination in separation logic, e.g. [7, 8, 30] and, in particular,
cyclic systems for first-order logic with inductive definitions, e.g. [5, 6, 10, 11]. Due to the
somewhat implicit nature of invariants they define, cyclic proof systems can be advantageous
for metalogical analysis, for instance offering better algorithms for proof search, e.g. [9, 15].

Cyclic proofs may be seen as more intuitively analogous to proofs by ‘infinite descent’
rather than proofs by induction (see, e.g., [33]); this subtle difference is enough to make induc-
tive invariants rather hard to generate from cyclic proofs. Indeed it was recently shown that
simulating cyclic proofs using induction is not possible for some sub-arithmetic languages [3],
although becomes possible once arithmetic reasoning is available [33, 4].

Cyclic arithmetic was proposed as a general subject of study by Simpson in [33]. Working
in the language of arithmetic, it replaces induction by non-wellfounded proofs with a certain
‘fairness’ condition on the infinite branches. The advantage of this approach to infinite proof
theory as opposed to, say, infinite well-founded proofs via an w-rule (see, e.g., [32]), is that it
admits a notion of finite proof: those that have only finitely many distinct subproofs, and so
may be represented by a finite (possibly cyclic) graph.

Cyclic arithmetic itself is to cyclic proofs what Peano arithmetic is to traditional proofs. It
provides a general framework in which many arguments can be interpreted and/or proved in a
uniform manner, and thus constitutes a pertinent subject of study. This is already clear from,
say, the results of [4], where the study of cyclic proofs for pure first-order logic with inductive
definitions relied on an underlying arithmetic framework.

Contribution

In [33], Simpson shows that Peano Arithmetic (PA) (i.e. with induction) is able to simulate
cyclic reasoning by proving the soundness of the former in the latter. (The converse result
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is obtained much more easily.) Nonetheless, several open questions remain from [33], con-
cerning constructivity, normalisation, logical complexity and proof complexity for cyclic and
non-wellfounded proofs.

In this work we address the logical complexity and proof complezity of proofs in Cyclic
Arithmetic (CA), as compared to PA. Namely, we study how quantifier alternation of proofs
in one system compares to that in the other, and furthermore how the size of proofs compare.
Writing CX,, for (the logical consequences of) cyclic proofs containing only ¥, formulae, we
show, for n > 0:

(1) I¥, ., € CX, over II,,,, theorems.
(2) CA and PA proofs of the same theorem differ only elementarily in size.

(3) Cx,, € I¥,,, over all theorems.

(1) is obtained by proof theoretic techniques, relying on normal forms and structural ma-
nipulations of Peano Arithmetic proofs. It improves upon the natural result that I3, C CX,,
although induces a non-elementary blowup in the size of proofs. (2) is obtained via a certain
‘uniformisation’ of the approach of [33], formalising a proof of the soundness of CA within PA.
In particular, by specialising the key intermediate results to the case of cyclic proofs, we are
able to extract small PA proofs of some required properties of infinite word automata from
analogous ones in ‘second-order’ (SO) arithmetic. Finally, (3) is obtained by ‘un-uniformising’
the argument of (2) and calibrating it with recent results on the reverse mathematics of Biichi’s
theorem [22], allowing us to bound the logical complexity of proofs in the simulation. To-
gether, these results completely characterise the logical and proof complexity theoretic strength
of cyclic proofs in arithmetic, resolving questions (ii) and (iii), Sect. 7 of [33].

Further observations

Failure of cut-admissibility Stefano Berardi pointed out to me that, as a corollary of these
results, we may formally conclude that the cut rule is not admissible in CA, or indeed any of
its fragments CX, . The argument is as follows. Since I¥, ,; proves the consistency of 1¥,,
which is a II; sentence, so does CX,, by (1). But then, by degeneralising, we arrive at an open
A, formula which is not provable using only ¥, _; formulae in CA, for otherwise it would be
provable in I¥, | by (3), which is impossible by Gédel’s second incompleteness result. So indeed,
not only is the cut not admissible in CA, but we may not even bound the logical complexity
of proofs of even open bounded formulae. See, e.g., [12, 21] for further discussions on the
provability of consistency principles for fragments of arithmetic.

Provably total functions of CA, As a corollary of the results (1) and (3), we have that, for
n > 1, the provably total functions of CX,, (i.e. its II,-theorems) are precisely those of IX, ;.
This apparently leaves open a gap for the case of CA (equivalently, C¥). However, notice that,
since CA is II;-axiomatised (namely by the universal closures of conclusions of cyclic proofs
containing only A, formulae), we have that it is a ‘bounded’ theory; therefore, by Parikh’s
theorem (cf. [27]), CA, proves the totality of just the functions in the linear-time hierarchy,
and hence actually coincides with the provably total functions of IA,. See, e.g., [12, 13] for
further discussions on the provably total functions of fragments of (bounded) arithmetic.
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Interpreting ordinary inductive definitions in arithmetic In earlier work by Broth-
erston and Simpson, cyclic proofs were rather considered over a system of FO logic extended
by ‘ordinary’ Martin-Léf inductive definitions [25], known as FOLjp [6, 10, 11]. Berardi and
Tatsuta showed in [4] that the cyclic system CLKID® for FOL;p is equivalent to the inductive
system LKID, when at least arithmetic is present, somewhat generalising Simpson’s result [33].
We point out that the two results are arguably equipotent since ordinary Martin-Lof inductive
definitions can be interpreted in arithmetic, with the necessary properties provable. This is
because the closure ordinals for ordinary Martin-Lof inductive definitions are < w, and so a ¥,
inductive construction of ‘approximants’ can always determine whether an individual belongs
to an inductive predicate or not. Notice that this was crucial for our use of ArAcc over the
SO acceptance formula. This is also precisely the role of the ‘stage numbers’ in [4]; there the
fresh inductive predicates P’ can be expressed as Ag-formulae. In particular, this means that
CLKID® (4PA) is conservative over CA. We stress that the interest behind the results of [4] is
rather the structural nature of the transformations, but this observation also exemplifies why
CA is a natural and canonical object of study, cf. [33].

Towards propositional proof complexity One perspective gained from this work comes in
the setting of propositional proof complexity (see, e.g., [13, 24]). From the results and methods
herein, we may formalise in CA,(X), say, a proof of the relativised version of the (finitary)
pigeonhole principle, which is known to be unprovable in IA;(X) due to lower bounds on
propositional proofs of bounded depth [23, 29].

At the same time the ‘Paris-Wilkie’ translation [28], which fundamentally links IA, to
bounded-depth proofs, works locally on a proof, at the level of formulae. Consequently one
may still apply the translation to the lines of a CA, proof to obtain small ‘proof-like’ objects
containing only formulae of bounded depth, and a cyclic proof structure. One would expect
that this corresponds to some strong form of ‘extension’, since it is known that adding usual
extension to bounded systems already yields full ‘extended Frege’ proofs. However at the same
time, some of this power has been devolved to the proof structure rather than simply at the level
of the formula, and so could yield insights into how to prove simulations between fragments of
Hilbert-Frege systems with extension.
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