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Introduction

Monotone functions abound in the theory of computation, e.g. sorting a string,
and detecting cliques in graphs. They have been comprehensively studied in the
setting of circuit complexity, via ¬-free circuits (usually called ‘monotone circuits’),
cf. [Kor03]. Indeed several seminal results in circuit complexity concern bounds on
the size of ¬-free circuits, e.g. [Raz85, AB87, Tar88].

The study of ‘uniform’ monotone computation is a much less developed subject.
Grigni and Sipser began a line of work studying the effect of restricting ‘negation’
in computational models [GS92, Gri91]. One shortfall of their work was that de-
terministic classes lacked a bona fide treatment, with positive models only natively
defined for nondeterminstic classes. This means that positive versions of, say, P
must rather be obtained via indirect characterisations, e.g. as ALOGSPACE.

Later work by Lautemann, Schwentick and Stewart solved this problem by
proposing a model of deterministic computation whose polynomial-time predicates
coincide with several characterisations of P once ‘negative’ operations are omitted
[LSS96, LSS98]. This induces a robust definition of a class ‘posP’, the positive
polynomial-time predicates [GS92, Gri91].

Here we extend this line of work to associated function classes, which are of
natural interest for logical approaches to computational complexity, e.g. [Bus86,
CN10] (see, e.g., [CK02]). Noting that several of the characterisations proposed
by [LSS96] make sense for function classes (and, indeed, coincide), we propose
a function algebra for the ‘positive polynomial-time functions’ on binary words
(posFP) based on Cobham’s bounded recursion on notation [Cob65]. We show that
this algebra indeed coincides with certain characterisations proposed in [LSS96].

This work is based on the submitted preprint [DO18].

Monotone functions and positive computation

We consider binary strings (or ‘words’), i.e. elements of {0, 1}∗ =
⋃

n∈N
{0, 1}n,

and for x ∈ {0, 1}n we write x(j) for the jth bit of x, where j = 0, . . . , n − 1. We
follow the usual convention that bits are indexed from right (‘least significant’) to
left (‘most significant’), e.g. as in [CK02]; for instance the word 011 has 0th bit
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1, 1st bit 1 and 2nd bit 0. We write ε, s0, s1 for the usual generators of {0, 1}∗,
with ε denoting the empty string, s0x = x0 and s1x = x1. We also write 1n for 1
concatenated with itself n times, for n ∈ N.

We consider functions of type {0, 1}∗ × · · · × {0, 1}∗ → {0, 1}∗. For n ∈ N, we
define ≤n as the n-wise product order of ≤ on {0, 1}, i.e. for x, y ∈ {0, 1}n we have
x ≤n y if ∀j < n. x(j) ≤ y(j). The partial order ≤ on {0, 1}∗ is the union of all ≤n,
for n ∈ N. A function f : ({0, 1}∗)k → {0, 1}∗ is monotone if x1 ≤ y1, . . . , xk ≤ yk
=⇒ f(~x) ≤ f(~y). One particular feature of monotone functions, independent of
any machine model, is that they are rather oblivious: the length of the output
depends only on the length of the inputs:

Observation 1. Let f(x1, . . . , xk) be a monotone function. Then, whenever |x1| =
|y1|, . . . , |xk| = |yk|, also |f(~x)| = |f(~y)|.

Uniform families of ¬-free circuits

One way to define a positive variant of FP is to consider ¬-free circuits that are
in some sense uniform. [LSS96, LSS98] followed this approach too for P, showing
that one of the strongest levels of uniformity (P) and one of the weakest levels
(‘quantifier-free’) needed to characterise P indeed yield the same class of languages
when describing ¬-free circuits. We consider ∆0-uniformity rather than quantifier-
free uniformity in [LSS96, LSS98] since it is easier to present and suffices for our
purposes. (We point out that this subsumes, say, L-uniformity.)

Recall that a ∆0 formula is a first-order formula over {0, 1,+,×, <} where all
quantifiers of the form ∃x < t or ∀x < t for a term t. A ∆0-formula ϕ(n1, . . . , nk)
is interpreted over N in the usual way, computing the set {~n ∈ Nk : N � ϕ(~n)}.

Definition 2 (Positive circuits). A family of k-argument ¬-free circuits is a set
{C(~n)}~n∈Nk , where each C(~n) is a circuit with arbitrary fan-in

∨
and

∧
gates,1

given as a tuple (N,D,E, I1, . . . , Ik, O), where [N ] = {n < N} is the set of gates,
D ⊆ [N ] is the set of

∨
gates (remaining gates are assumed to be

∧
), E ⊆ [N ]× [N ]

is the set of (directed) edges (requiring E(m,n) =⇒ m < n), Ij ⊆ [nj ] × [N ]
contains just pairs (l, n) s.t. the lth bit of the jth input is connected to the gate n,
and O ⊆ [N ] is the (ordered) set of output gates.

If these sets are polynomial-time computable from inputs (1n1 , . . . , 1nk) then we
say the circuit family is P-uniform. Similarly, we say the family is ∆0-uniform
if N(~n) is a term (i.e. a polynomial) in ~n and there are ∆0-formulae D(n,~n),
E(m,n,~n), Ij(l, n, ~n), O(n,~n) computing the associated sets.

Notice that, importantly, we restrict the set O of output gates to depend only on
the length of the inputs, not their individual bit-values; this is pertinent thanks to
Obs. 1. Also, when it is convenient, we may construe Ij as a function [nj ]→ P([N ]),
by Currying.

Positive Turing machines

Now we introduce a machine model for positive computation. The definition of a
multitape machine below is essentially from [Pap07]. The monotonicity criterion is
identical to that from [LSS96, LSS98], though we also allow auxiliary ‘work’ tapes
so that the model is easier to manipulate. This also means that we do not need

1Note that a
∨

gate with zero inputs outputs 0, while a
∧

gate with zero inputs outputs 1.
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explicit accepting and rejecting states with the further monotonicity requirements
from [LSS96, LSS98], since this is subsumed by the monotonicity requirement on
writing 0s and 1s: predicates can be computed in the usual way by Boolean valued
functions, with 0 indicating ‘reject’ and 1 indicating ‘accept’.

Definition 3 (Positive machines). A k-tape (deterministic) Turing machine (TM)
is a tuple M = (Q,Σ, δ, s, h) such that:

• Q is a finite set of (non-final) states.
• Σ ⊇ {.,�, 0, 1} is a finite set, called the alphabet.
• δ : Q × Σk → (Q ∪ {h}) × (Σ × {←,−,→})k such that, whenever
δ(q, σ1, . . . , σk) = (q, τ1, d1, . . . , τk, dk), if σi = . then τi = . and di = →.
• s ∈ Q is the initial state.
• Q and Σ are disjoint, and neither contains the symbols h,←,−,→.

We call h the final state, . the ‘beginning of tape marker’, � the ‘blank’ symbol,
and ←,−,→ are the directions ‘left’, ‘stay’ and ‘right’.

Now, write I = Q × Σk and O = (Q ∪ {h}) × (Σ × {←,−,→})k, so that δ is a
function I → O. We define partial orders ≤I and ≤O on I and O resp. as follows:

• (q, σ1, . . . , σk) ≤I (q′, σ′1, . . . , σ
′
k) if q = q′ and, for i = 1, . . . , k, either σi =

σ′i, or both σi = 0 and σ′i = 1.
• (q, σ1, d1, . . . , σk, dk) ≤O (q′, σ′1, d

′
1, . . . , σ

′
k, d
′
k) if q = q′ and, for i = 1, . . . , k,

we have di = d′i and either σi = σ′i, or both σi = 0 and σ′i = 1.

We say that M is positive (a PTM) if δ : I → O is monotone with respect to ≤I
and ≤O, i.e. I ≤I I ′ =⇒ δ(I) ≤O δ(I ′).

A run of input strings x1, . . . , xk ∈ {0, 1}∗ on M is defined in the usual way
(see, e.g., [Pap07]), beginning from the initial state s and initialising the ith tape to
.xi�∞, for i = 1, . . . , k. If M halts, i.e. reaches the state h, its output is whatever
is printed on the kth tape at that moment, up to the first � symbol.

We say that a function f : ({0, 1}∗)k → {0, 1}∗ is computable by a PTM if there
is a k′-tape PTM M , with k′ ≥ k, such that M halts on every input and, for inputs
(x1, . . . , xk, ε, . . . , ε), outputs f(x1, . . . , xk).

The monotonicity condition on the transition function above means that the
value of a Boolean read does not affect the next state or cursor movements (this
reflects the ‘obliviousness’ of monotone functions, cf. Prop. 1). Moreover, it may
only affect the Boolean symbols printed: the machine may read 0 and print 0 but
read 1 and print 1, in otherwise-the-same situation. However, if in one situation it
prints a non-Boolean σ when reading a Boolean i, it also prints σ when reading ¬i.

A uniform version of Cobham’s algebra for FP

We present a function algebra for positive feasible computation by considering
‘uniform’ versions of recursion operators. We write [F ;O] for the function class
generated by a set of initial functions F and a set of operations O, and generally
follow conventions and notations from [CK02].

Let us first recall Cobham’s function algebra for the polynomial-time func-
tions, FP. This algebra was originally formulated over natural numbers, though
the version over binary words here is essentially as in [Fer90] and [Oit97]. Define
πk
j (x1, . . . , xk) := xj and x#y := 1|x||y|. We also write comp for the operation of

function composition.
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Definition 4. A function f(x, ~x) is defined by bounded recursion on notation
(BRN) from g, h0, h1, k if |f(x, ~x)| ≤ |k(x, ~x)| for all x, ~x and:

(1)
f(ε, ~x) = g(~x)

f(s0x, ~x) = h0(x, ~x, f(x, ~x))
f(s1x, ~x) = h1(x, ~x, f(x, ~x))

We write C for the function algebra [ε, s0, s1, π
k
j ,#; comp,BRN].

Theorem 5 ([Cob65]). C = FP.

Notice that ε, s0, s1, π
k
j ,# are monotone, and the composition of two monotone

functions is again monotone. However, non-monotone functions are definable using
BRN, for instance:

(2)
cond(ε, yε, y0, y1) = yε

cond(s0x, yε, y0, y1) = y0
cond(s1x, yε, y0, y1) = y1

This ‘conditional’ function is definable since we do not force any connection be-
tween h0 and h1 in (1). Insisting on h0 ≤ h1 would retain monotonicity, but this
condition is external and not generally checkable. Instead, we can impose mono-
tonicity implicitly by somewhat ‘uniformising’ BRN. First, we will need to recover
certain monotone variants of the conditional:

Definition 6 (Meets and joins). We define x ∧ y = z by |z| = min(|x|, |y|) and
z(j) = min(x(j), y(j)), for j < min(|x|, |y|). We define analogously x ∨ y = z by
|z| = max(|x|, |y|) and z(j) = max(x(j), y(j)), for j < min(|x|, |y|)

Definition 7 (The function algebra uC). We say that a function is defined by
uniform bounded recursion on notation (uBRN) from g, h, k if |f(x, ~x)| ≤ |k(x, ~x)|
for all x, ~x and:

(3)
f(ε, ~x) = g(~x)

f(s0x, ~x) = h(0, x, ~x, f(x, ~x))
f(s1x, ~x) = h(1, x, ~x, f(x, ~x))

We define uC to be the function algebra [ε, s0, s1, π
k
j ,#,∧,∨; comp, uBRN].

Notice that ∧ and ∨ are clearly FP functions, therefore they are in C. More-
over, notice that (uBRN) is the special case of (1) when hi(x, ~x, y) has the form
h(i, x, ~x, y). So, we have that uC ⊆ C = FP.

Main results

Our main result is that all the previously introduced models of computation
coincide, in terms of the polynomial-time 0-1 functions they compute:

Theorem 8. The following function classes are equivalent:

(1) Functions on {0, 1}∗ computable by ∆0-uniform families of ¬-free circuits.
(2) Functions on {0, 1}∗ computable by multitape PTMs in polynomial time.
(3) Functions on {0, 1}∗ definable in uC.
(4) Functions on {0, 1}∗ computable by P-uniform families of ¬-free circuits.
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This result is similar to analogous ones found in [LSS96] for positive versions
of the predicate class P. The proof, which can be found in [DO18], uses mostly
standard techniques, adapted to the monotone setting. Notice that the equivalence
of models thus holds for any level of uniformity between ∆0 and P, e.g. for L-
uniform ¬-free circuits.

Finally, the robustness of the class induced by Thm. 8 above allows us to recover
a natural notion of ‘positive polynomial-time function’:

Definition 9 (Positive FP). We define the function class posFP as the set of
functions on {0, 1}∗ computed by any of the equivalent models from Thm. 8.

In [DO18] we furthermore give a function algebra based on safe recursion, in the
style of Bellantoni and Cook [BC92], yielding an entirely implicit characterisation of
posFP, mentioning neither explicit bounds nor explicit monotonicity constraints.
As far as we know, this is the first implicit approach to monotone computation.
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