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Abstract
It is an open problem whether definability in Propositional Dy-
namic Logic (PDL) on forests is decidable. Based on an algebraic
characterization by Bojańczyk, et. al., (2012) in terms of forest al-
gebras, Straubing (2013) described an approach to PDL based on a
k-fold iterated distributive law. A proof that all languages satisfy-
ing such a k-fold iterated distributive law are in PDL would settle
decidability of PDL. We solve this problem in the case k = 2: All
languages recognized by forest algebras satisfying a 2-fold iterated
distributive law are in PDL. Furthermore, we show that this class
is decidable. This provides a novel nontrivial decidable subclass of
PDL, and demonstrates the viability of the proposed approach to
deciding PDL in general.

1 Introduction
1.1 Motivation
A much-studied problem in the theory of automata is that of de-
termining whether a given regular language L can be defined by a
formula of some logic–in other words, to give an effective charac-
terization of the precise expressive power of the logic. For automata
over words, there is by now a large collection of such results, giv-
ing effective tests for definability in many temporal and predicate
logics.

For tree automata, the situation is quite different: the problems
of effectively deciding expressibility inCTL,CTL∗, first-order logic
with ancestor, and propositional dynamic logic (PDL) remain open
to this day.

In [6] Bojańczyk, et. al., proposed to attack this problem by
adapting the algebraic tools that have proved so successful in the
case of word languages. They proved (working in the setting of
languages of finite unordered forests) that the languages definable
in each of the four logics cited above can be characterized as those
recognized by iterated wreath products of forest algebras, where
the factors in the wreath product all belong to a particular decidable
variety of algebras. For example, languages in PDL, which are the
focus of the present paper, are exactly those recognized by wreath
products of forest algebras, each of which has an idempotent and
commutative horizontal monoid, and which satisfies a distributive
law. (See below for precise definitions).

Straubing, in [17] detailed a possible approach to PDL by noting
that forest algebras that divide an iterated wreath product of k
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distributive algebras satisfy a kind of order k generalized distribu-
tive law (analogous to solvable groups, which satisfy an order k
commutative law, for some k > 0). Determining whether a given
forest algebra satisfies such a generalized distributive law for some
k is a decidable problem. So if one could prove that every such
generalized distributive forest algebra divides a wreath product of
distributive algebras, the question of definability in PDL would be
settled.

Here, we solve this problem in the case k = 2. More precisely,
we show that every 2-distributive finite forest algebra divides a
wreath product of four distributive algebras, and that further, 2-
distributivity is itself a decidable property. Thus we have identified a
decidable nontrivial subclass of PDL, and demonstrated the viability
of the proposed approach for deciding PDL in general.

PDL contains the logics CTL and CTL∗, the latter being the
bisimulation-invariant part of first-order logic on trees. The graded
equivalent of PDL, also known as Chain Logic, fully contains first-
order logic with ancestor. PDL and Chain Logic are the largest
among the tree logics that have been considered in [6] and related
work on finding effective characterizations. Indeed, PDL could be
seen as the ‘largest’ nontrivial bisimulation-invariant logic on finite
trees: It seems that no nontrivial logic class has been found be-
tween PDL and the bisimulation-invariant Boolean Formula Value
problem, which is not definable in any of these logics [14, 17]. Strik-
ingly, for all of these logics, decidability is still open despite several
attempts, and a family of decidability results obtained for smaller
fragments of these logics (e.g., [2, 3, 5, 12]). Furthermore, all of these
logics were characterized in [6] in terms of iterated wreath prod-
ucts of certain forest algebras that satisfy a distributive law. While
the representations of CTL and CTL∗ place restrictions on these
algebras, PDL is characterized by products of arbitrary distributive
forest algebras.

1.2 Outline of the paper
In Section 2 we recall the basic definitions of forests and forest
algebras. In Section 3, we review the algebraic characterization of
Propositional Dynamic Logic (PDL) in terms of wreath products of
distributive forest algebras. In Section 4, we discuss 2-distributive
forest algebras, the main object of study in this paper. In Section 5,
we review a generalization of the classical Derived Category Theo-
rem to the setting of forest algebras, recently introduced by [18].
In Section 6, we prove the main result: Languages recognized by
2-distributive forest algebras are in PDL. We will discuss the two
contributions on which this result rests, namely a separation theo-
rem and a Local-Global theorem. We discuss the role of our results
in Section 8.

2 Background on Finite Forests and Forest
Algebras

Definition 1 (Forest Algebras). A tuple (H ,V ) is called a forest
algebra if the following conditions hold:
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1. H is a monoid, whose operation is written +, with neutral
element 0H

2. V is a monoid, whose operation is written ·, with neutral
element 1V

3. There is an operation V × H → H , also written ·
4. This operation is an action: v · (v ′ · h) = (vv ′) · h
5. The action is faithful: If v · h = v ′ · h for all h ∈ H , then
v = v ′

6. There is a map I · : H → V such that Ihh′ = h + h′.
Note that, due to faithfulness, this map is uniquely deter-
mined. We will write h +v for Ih · v (that is, the product of
Ih and v as elements of V ).

7. For each h ∈ H , there is v ∈ V such that h = v · 0H .
If (H ,V ), (H ′,V ′) are forest algebras, then a pair ϕ = (ϕH ,ϕV ) of

maps ϕH : H → H ′, ϕV : V → V ′ is called amorphism if it respects
these structures. More formally, we require that (1) ϕH , ϕV are
monoid morphisms, (2) ϕV (v)ϕH (h) = ϕH (vh), (3) IϕH (h) = ϕV (Ih )
for all h ∈ H , v ∈ V .

We will often omit the · operator for the multiplication onV and
the action ofV on H . But we will never omit the + operator for the
addition on H .

We will use F,G as variables for forest algebras. For a forest
algebra F = (H ,V ), the elements of H are called forest types, while
the elements ofV are called context types. Given a forest algebraF =
(H ,V ), we will sometimes write HF , VF for H and V , respectively.

Trees and Forests Let Σ be a finite set, referred to as alphabet.
By trees over Σ, we refer to finite (well-founded) trees, all of whose
nodes are labeled with symbols in Σ. We do not allow empty trees.

Contexts, Free Forest Algebra A context is a forest where (ex-
actly) one leaf is labeled with a variable instead of a symbol from
Σ.

Contexts form a monoid VΣ: We define v · v ′ to be the context
obtained by replacing the variable in v with the context v ′. The
result is again a context. This operation is associative. The identity
element is the context consisting of only a variable. Forests form a
monoid HΣ, with union as the monoid operation +, and the empty
forest as the identity element. The monoid of contexts acts on
the monoid of forests, with insertion of forests into the hole of a
context as the operation. Taken together, the monoid of forests and
the monoid of contexts form a forest algebra, the free forest algebra
Σ∆ = (HΣ,VΣ).

Definition 2 (Recognition). A forest algebra (H ,V ) recognizes a
forest language L ⊆ HΣ (that is, a set of forests) if and only if
there is a forest algebra morphism ϕ : Σ∆ → (H ,V ) such that
L = ϕ−1(ϕ(L)).

Many notions from Universal Algebra carry over to forest alge-
bras. If a tuple (H ′,V ′) consists of subsetsH ′ ⊆ H andV ′ ⊆ V , then
it is a subalgebra of a forest algebra (H ,V ) if it is closed under the
forest algebra operations of (H ,V ). A pair of equivalence relations
on H and V is called a congruence of (H ,V ) if it respects the forest
algebra operations. The quotient (H ′,V ′) of (H ,V ) by a congruence
is formed by taking H ′ and V ′ to be the sets of equivalence classes
of the respective equivalence relations given by the congruence.
Since congruences respect forest algebra operations, the action ·
and the operation I · are well-defined on the quotient.

Definition 3 (Division). Let (H ,V ), (H ′,V ′) be forest algebras.
Then (H ,V ) ≺ (H ′,V ′) if (H ,V ) is a quotient of a subalgebra of
(H ′,V ′).

If F ≺ F′, then any language recognized by F is also recognized
by F′. This is shown in analogy to the parallel result for word
languages and monoids [8].

Horizontal Idempotency and Commutativity A forest algebra
(H ,V ) is horizontally commutative and idempotent if h + h = h and
h1 + h2 = h2 + h1 hold for all h,h1,h2 ∈ H . From now on, we will
assume that all forest algebras are horizontally commutative and
idempotent. This is no loss of generality, since all PDL languages
are recognized by horizontally commutative and idempotent forest
algebras [6].

Furthermore, we will consider trees without regard to order
and multiplicity of children. More formally, we can define trees
inductively as follows: The set of trees over Σ is the smallest set
such that (1) α[∅] is a tree whenever α ∈ Σ, and (2) whenever C
is a finite set of trees, and α ∈ Σ, then α[C] is also a tree. Note
that this means that the free forest algebra Σ∆ is also horizontally
commutative and idempotent.

3 PDL and Wreath Products of Forest Algebras
Having introduced the general algebraic background for studying
wreath products of forest algebras, we now discuss distributive
forest algebras and the forest logic that we are focusing on, Propo-
sitional Dynamic Logic. We refer to [6] for the definition of Propo-
sitional Dynamic Logic as a temporal logic on trees and forests.
For our purposes, the algebraic characterization from [6] will be
sufficient. We will first introduce the forest algebra wreath product.

3.1 Wreath Products of Forest Algebras
In [6], Bojańczyk et al. introduced the following wreath product
operation on forest algebras:

Definition 4 ([6]). Let (H1,V1), (H2,V2) be forest algebras. Then
define the wreath product as

(H1,V1) ≀ (H2,V2) := (H1 × H2,V
H2
1 ×V2)

with the following operations: For (f ,v) ∈ VH2
1 ×V2 and (h1,h2) ∈

H1 × H2, let
(f ,v)(h1,h2) := (f (h2)h1,vh2)

For (f ,v), (f ′,v ′) ∈ VH2
1 ×V2, let

(f ,v)(f ′,v ′) := (f ′′,vv ′)

with f ′′(h) := (f (v ′h)) · (f ′(h)). For the operation on H1 ×H2, we
use the structure of the direct product.

[6] showed that (H1,V1) ≀ (H2,V2) is a forest algebra. Also, the
wreath product is associative up to isomorphism [6]: ((H1,V1) ≀
(H2,V2)) ≀ (H3,V3) ≡ (H1,V1) ≀ ((H2,V2) ≀ (H3,V3)). Therefore, it
makes sense to talk about iterated wreath products of classes of
forest algebras.

The wreath product has been applied to finite forest algebras in
previous work, but nothing in the definition precludes application
to infinite forest algebras (VH2

1 will then be uncountable). We will
make reference to wreath products of infinite forest algebras for
illustrative purposes, but our main result will not depend on this.
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3.2 Distributive Forest Algebras and PDL
A forest algebra (H ,V ) is called distributive [6] if

v(h1 + h2) = vh1 +vh2 (1)
for all v ∈ V , h1,h2 ∈ H . Equivalently, (H ,V ) is distributive if, for
each morphism ϕ : Σ∆ → (H ,V ), for all contexts c , and for all
forests f1, f2, the following equality holds:

ϕ(c(f1 + f2)) = ϕ(c f1 + c f2) (2)
Recall that, additionally, we require idempotency (h + h = h for
h ∈ H ) and commutativity (h1 +h2 = h2 +h1 for h1,h2 ∈ H ) for all
forest algebras in this paper.

There is a close connection between distributive forest algebras
and the sets of paths of forests. If ϕ : Σ∆ → F is a morphism
to a distributive algebra F, then, for any forest f , the value ϕ(f )
only depends on the set of (not necessarily maximal) paths in the
forest f . If L is a regular language of words, then the language of
forests that have (not necessarily maximal) paths in L is recognized
by a finite distributive forest algebra. More generally, the class of
forest languages recognized by such algebras is exactly the Boolean
algebra generated by languages of this form (Proposition 6).

Definition 5. If f is a forest, we write π (f ) for the set of its (not
necessarily maximal) paths, starting at the root. Thus, π (f ) is a
finite subset of Σ∗ closed under taking prefixes (wv ∈ X ⇒ w ∈ X ).

Proposition 6. [Theorem 5.3 from [6]] A language L ⊆ HΣ is
recognized by a finite distributive algebra if and only if it is a finite
Boolean combination of languages of the form

LI := { f ∈ HΣ : π (f ) ∩ I , ∅}
with I ⊆ Σ∗ regular word languages.

We can now state the algebraic characterization of Propositional
Dynamic Logic (PDL) by [6]:

Theorem 7 ([6]). A regular language L ⊂ HΣ is definable in PDL
if and only if there are finite distributive forest algebras F1, ...,Fk
such that F1 ≀ ... ≀Fk recognizes L.

By this result, the problem of deciding definability of a language
L in PDL can be reduced to the problem of determining whether it
is recognized by an iterated wreath product of finite distributive
algebras. This, in turn, is equivalent to the question whether the
syntactic forest algebra of L divides such a product.

4 2-Distributive Forest Algebras
We now define 2-distributive forest algebras, which will be the
subject of our main result. In the Discussion (Section 8), we will
discuss how this notion and results in this section generalize to
k > 2, and how this notion relates to the general approach to
settling decidability of PDL. A forest algebra (H ,V ) is 2-distributive
if, for any alphabet Σ and for all morphisms ϕ : Σ∆ → (H ,V ), for all
contexts v ∈ VΣ, and for all forests f1, f2 ∈ HΣ with π (f1) = π (f2),
the following equality holds:

ϕ(v(f1 + f2)) = ϕ(v f1 +v f2)

That is, we take the same condition as for distributivity, but re-
quire this only in the case when π (f1) = π (f2). In this sense, we
are describing a 2-fold iterated distributive law. As before, we fur-
ther require horizontal idempotency (h + h = h for h ∈ H ) and
commutativity (h1 + h2 = h2 + h1 for h1,h2 ∈ H ).

Remark 8. By definition, the property of 2-distributivity is ex-
pressed by a collection of identities between explicit operations,
and thus 2-distributive forest algebras form a (Birkhoff) variety. We
will not explicitly make use of varieties here. However, it deserves
mentioning that most classes of forest languages that have been
characterized using identities involve profinite identities involv-
ing implicit operations [3], while defining 2-distributivity does not
involve such implicit operations.

We will now show that 2-distributive algebras are closely con-
nected to wreath products of distributive forest algebras. The fol-
lowing proposition is not hard to prove:

Proposition 9. IfF1,F2 are distributive forest algebras, thenF1 ≀F2
is 2-distributive.

Proof. Let F1 = (H1,V1), F2 = (H2,V2) be distributive forest al-
gebras (finite or infinite). Take any alphabet Σ and a morphism
ϕ : Σ∆ → F1 ≀F2. Let v ∈ VΣ, f1, f2 ∈ HΣ with π (f1) = π (f2). Note
that context types and forest types in F1 ≀ F2 are tuples, whose
right elements are elements of F2. As in the case of monoid wreath
products, it is easy to see that the projection of elements of F1 ≀F2
on the second component is a morphism from F1 ≀F2 to F2. That
is, π (2) ◦ ϕ : Σ∆ → F2. Since F2 is distributive and π (f1) = π (f2),
we know π (2)ϕ(f1) = π (2)ϕ(f2). Let’s call this element h0. Let us
compute ϕ(v(f1+ f2)). By definition ofF1 ≀F2, there is f ∈ VH2

1 and
u ∈ V2, such that ϕ(v) = (f ,u). Similarly, ϕ(fi ) = (hi ,π (2)ϕ(fi )) for
some hi ∈ H1, for i = 1, 2. Thus,

ϕ(v(f1 + f2)) = (f ,u)((h
1
1,h

2
1) + (h

1
2,h

2
2))

= (f ,u)(h1 + h2,π
(2)ϕ(f1 + f2))

= (f (h0)(h1 + h2),uh0)

(3)

On the other hand,
ϕ(v f1 +v f2) = (f ,u)(h1,h0) + (f ,u)(h1,h0)

= (f (h0)h1,uh0) + (f (h0)h2,uh0)

= (f (h0)h1 + f (h0)h2,uh0)

(4)

Given that F1 is distributive, the last lines of (3) and (4) are the
same. □

This statement has a converse, which can be shown using the
Local-Global Theorem 19:

Theorem 10. A forest algebraF (finite or infinite) is 2-distributive
if and only if it divides a wreath product of two (possibly infinite)
distributive forest algebras.

Proof Sketch. The ‘if’ direction is the previous proposition. For the
‘only if’ direction, the proof closely follows that of Theorem 16. Let
∼ be the congruence on Σ∆ induced by v[h + h′] = vh +vh′. The
quotient of Σ∆ by ∼ is an infinite distributive forest algebra, which
we denote Σ∆D . We can extend π to a morphism Σ∆ → Σ∆D . Let
ϕ : Σ∆ → F be any morphism. Consider Dϕ,π (Definition 13), an
infinite forest category. From the definition of 2-distributivity, one
can show that Dϕ,π is locally-distributive (Definition 18). Similar
to Theorem 19, one can then show that Dϕ,π divides an infinite
distributive forest algebra Σ′∆D where Σ′ is an extended alphabet.
The Derived Category Theorem 15 implies that F divides Σ′∆D ≀ Σ

∆
D .
□
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Figure 1. Illustration for Example 11

Allowing infinite algebras is crucial here: Even if F is finite,
we cannot readily conclude that it divides a product of two finite
distributive forest algebras. Nonetheless, this characterization is
interesting: It shows that 2-distributive algebras represent the sec-
ond level in the hierarchy of iterated wreath products of infinite
distributive algebras. This hierarchy can be viewed as an infinitary
counterpart to PDL, as it allows products of infinite algebras.

Using this characterization, we can give a simple example:

Example 11. Any distributive algebra is evidently also 2-distributive.
For a less trivial example, consider the language of forests satisfying
the following conditions: (1) Each maximal path has the form a∗b
or ac , (2) each b-node has a c-sibling, (3) each c-node has a b-sibling
(see Figure 1). This language is not recognized by a distributive
algebra. It is not hard to show that it is recognized by a wreath
product of two finite forest algebras, and thus, using Proposition 9,
by a 2-distributive forest algebra.

In Example 11, the recognizing algebra is not just 2-distributive
but also divides the wreath product of two finite distributive alge-
bras (the language is therefore in PDL). However, this is not the case
in general: Finite 2-distributive algebras need not divide a wreath
product of two finite distributive forest algebras. We will show this
in the example below. The main result of this paper will imply that
a wreath product of four finite distributive forest algebras will still
be enough in this case. This proves that all languages recognized
by finite 2-distributive forest algebras are definable in PDL.

Example 12. Consider the following languages (see Figure 2 for
illustration):
L1 is the set of nonempty forests where (1) each maximal path

has the form a∗b or a∗c , (2) each b-node has a c-sibling, (3) each
c-node has a b-sibling (see Figure 2a).
L2 is the set of nonempty forests where (1) each maximal path

has the form a∗b or a+c , (2) each b-node has an a-sibling which
has a c-child, (3) each a-node with a c-child has a b-sibling (see
Figure 2b).
La3 is the set of (possibly empty) forests where each tree has the

form cd (f1 + f2), where cd denotes the context consisting of only a
node labeled d and a variable below it, with f1 ∈ Lb3 , f2 ∈ L1.
Lb3 is the set of (possibly empty) forests where each tree has the

form cd (f1 + f2), with f1 ∈ La3 and f2 ∈ L2.
Set L := La3 + L

b
3 (see Figure 2c).

It can be shown that L is recognized by a wreath product of two
infinite distributive algebras and thus is 2-distributive by Proposi-
tion 10. However, L is not recognized by any wreath product of
two finite distributive algebras.

The proof is based on facts about separation by morphisms to
distributive algebras: If L is a language of forests, π (L) ⊆ Pow(Σ∗)
is the image of L under π , a set of finite pathsets. First, it is not
hard to see that π (L1) ∩ π (L2) is empty, and thus the language
π−1(π (L1)) separates these: L1 ⊂ π−1(π (L1)) ⊂ (HΣ − L2). The
syntactic forest algebra of π−1(π (L1)) is distributive, but infinite
(it crucially needs to count at arbitrary depths). From this fact, one
can derive using Theorem 10 that L is indeed 2-distributive.

However, even though L1 and L2 are both regular, no language
recognized by a finite distributive algebra can separate them. From
this, one can deduce using the Derived Category Theorem 15 thatL
is not recognized by the wreath product of any two finite distribu-
tive forest algebras. However, it is not hard to show that L1 and L2
are both recognized by a wreath product of two finite distributive
algebras. Fom this, one can derive that L is recognized by a wreath
product of three finite distributive forest algebras.

5 The Derived Forest Category
The proof of our main result will construct wreath product de-
compositions by separately studying the left and right factors of a
wreath product. Given a 2-distributive forest algebra (H2,V2), we
will use the Separation Lemma 17 to construct an intended right-
hand factor (H2,V2)which is already known to be a wreath product
of finite distributive forest algebras. The remaining problem is then
to find a left-hand factor (H ,V ) such that

(H1,V1) ≺ (H ,V ) ≀ (H2,V2) (5)

holds. If we can show that this factor can be chosen to be distribu-
tive, the problem is solved. In order to do this, we seek a general
strategy to obtain a ‘minimal’ left-hand factor (H ,V ). In the case
of groups, the solution to this problem is provided by the kernel
group, ker ϕ, when ϕ : G → H : Then G is embedded in kerϕ ≀ H .

For monoids, the analog to kerϕ is not a monoid any more, but
a category. This classical construction is known as the Derived
Category ([21], [15]) and originated from the study of regular word
languages via wreath products of finite monoids [7], [19], [16].
Recently, [18] showed that this construction generalizes to the
setting of forest algebras.

The sense in which this construction is ‘optimal’ is made pre-
cise in Tilson’s Derived Category Theorem [21]. In the case of
forest algebras, we will essentially see that the decomposition in
(5) holds if and only if (H ,V ) is divided by a certain forest category
determined from (H1,V1) and (H2,V2) and morphisms from Σ∆ into
these, where the notion of ‘division’ by a category will be made
precise below.

In this section, we will review the definition of the Derived
Forest Category and the Derived Category Theorem from [18]. The
Derived Forest Category is a category with some structure added to
it, and the relation between forest categories and categories is akin
to the relation between forest algebras and monoids. It is possible
to define a general notion of Forest Categories [18], but for our
purposes, it is sufficient to consider the Derived Forest Category:

Definition 13. [Derived Forest Category, [18]] Let Σ be a finite
alphabet. Consider a pair of surjective forest algebra morphisms

(H1,V1)
α
←− Σ∆

β
−→ (H2,V2)

The derived category Dα,β is defined as follows:
4
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(c) A schematic depiction of L: The left tree
belongs to La3 , the right tree one to L

b
3 .

Figure 2. Illustration for Example 12.L is 2-distributive and regular,
but not recognized by the wreath product of two finite distributive
forest algebras.

1. The set of objects of the category is Obj(Dα,β ) := H2
2. As in ordinary categories, arrows connect objects. To define

the arrows, we fix h,h′ ∈ H2 and introduce an equivalence
relation on the set of triples (h,p,h′) with p ∈ VΣ for which
β(p) · h = h′. We set (h,p,h′) ∼ (h,q,h′) if for all s ∈ HΣ

with β(s) = h, we have α(ps) = α(qs).
We then set Arr(h,h′) to be the set of equivalence classes of
∼. Its elements are called arrows.
We depict an arrow as h′

p
←− h, with the understanding that

the same arrow can have many distrinct representations in
this form.

For consistency with notation here, the direction of arrows
in this graphical notation is inverted relative to [18].

3. To obtain a category, we now want to define the multiplica-
tion of arrows. We set(

h3
p
←− h2

)
·

(
h2

q
←− h1

)
= h3

pq
←−− h1

or shortened

h3
p
←− h2

q
←− h1 = h3

pq
←−− h1

It can be shown that this is a well-defined arrow, indepen-
dently of the representation chosen for the arrows [18]. Since
the multiplication on VΣ is associative, this multiplication is

associative. The arrow h
1VΣ
←−−− h is the identity at h ∈ H2.

Up to this point, we have defined a category. We now add
some additional structure:

4. For h ∈ H2, we set
HArr(h) := {(α(s),h) : s ∈ HΣ, β(s) = h}

The elements of this set are called half-arrows. They can be
thought of as being arrows that end in an object, but do not
start in any object.
We depict the half-arrow (h1,h2) as h2

h1
←−−.

5. We set HArr(Dα,β ) to be the set of all half-arrows. Note
that Obj(Dα,β ) and HArr(Dα,β ) are monoids, and that the
projection of a half-arrow onto the second element (that is,
the object at the end of the arrow in our graphical notation)
is a homomorphism from HArr(Dα,β ) to Obj(Dα,β ).

6. Viewed in analogy to forest algebras, arrows correspond to
context types, while half-arrows correspond to forest types.
We therefore want arrows to act on half-arrows. We define
the action of an arrow on a half-arrow by(

h′2
p
←− h2

)
·

(
h2

h1
←−−

)
= h′2

α (p)h1
←−−−−−−

or shortened

h′2
p
←− h2

h1
←−−= h′2

α (p)h1
←−−−−−−

7. In analogy to forest algebras, we want to be able to add
arrows and half-arrows. We set(

h′
p
←− h

)
+

(
h2

h1
←−−

)
=
(
h′ + h2

) p+s
←−−− h

where s ∈ HΣ such that α(s) = h1, β(s) = h2.
For proofs of well-definedness, we refer the reader to [18].

To formulate the Derived Category Theorem connecting Derived
Categories with wreath products, it is necessary to generalize the
notion of division to the setting of forest categories dividing forest
algebras:

Definition 14. [Division, [18]] IfC is a derived forest category and
(H ,V ) a forest algebra, then we writeC ≺ (H ,V ), and sayC divides

(H ,V ), if for each
(
x

c
←−

)
∈ HArr(C) there exists a nonempty set

K
x

c
←−
⊆ H , and for each

(
y

d
←− x

)
∈ Arr(C) there exists a nonempty

set K
y

d
←−x
⊆ V satisfying the following properties:

1. (Preservation of Operations) For all x c
←−, y d

←−∈ HArr(C),

y
e
←− x , z

f
←− y ∈ Arr(C),

5
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a. K
z

f
←−y
· K

y
e
←−x
⊆ K

z
f
←−y

e
←−x

b. K
y

e
←−x
· K

x
c
←−
⊆ K

y
e
←−x

c
←−

c. K
x

c
←−
+ K

y
d
←−
⊆ K

x
c
←−+y

d
←−

d. K
x

c
←−
+ K

z
f
←−y
⊆ K

x
c
←−+yz

f
←−

e. K
z

f
←−y
+ K

x
c
←−
⊆ K

z
f
←−y+x

c
←−

2. (Injectivity)
a. If y c

←− x and y c ′
←− x are distinct arrows, then K

y
c
←−x
∩

K
y

c′
←−x

= ∅

b. If y c
←− and y c ′

←− are distinct half-arrows, then K
y

c
←−
∩

K
y

c′
←−
= ∅.

In the special case where a derived forest category has exactly
one object, it can be viewed as a forest algebra. In this case, the
notion of division reduces to ordinary division of forest algebras.

We are now ready to state the Derived Category Theorem con-
necting categories withwreath products.We state only the direction
required for our main result:
Theorem 15. [Derived Category Theorem, [18]] Let Σ be an al-
phabet, and let α , β be morphisms from Σ∆ onto forest algebras
(H1,V1), (H2,V2), respectively. Let (H ,V ) be a forest algebra. As-
sume Dα,β ≺ (H ,V ). Then

(H1,V1) ≺ (H ,V ) ≀ (H2,V2)

6 Main Result
Our aim is to prove that any language recognized by a finite 2-
distributive forest algebras is definable in PDL:
Theorem 16. Let F be a finite 2-distributive forest algebra. Then
every language recognized by F is definable in PDL.

In the Discussion (Section 8), we will discuss the relevance of
this result for the question of deciding definability in PDL.

Our proof proceeds by solving two sub-problems related to the
left and right factors in wreath product decompositions: To obtain
the right factor of a wreath product decomposition, we study the
problem of separating forest languages by the map π . To then obtain
the left factor, we start at the Derived Category, and show that it
has a certain local property – in our case, local distributivity. To
conclude a decomposition result, we then prove that this local
property entails a global property. These steps are remarkably
similar to results from the theory of logic on words and finite
monoids which also reduce the problem of decidability to separation
[13] and Local-Global theorems [9].

6.1 Separation Lemma
We will first state the Separation Lemma. Recall that π (f ) is the
set of paths in the forest f . If L is a language of forests, π (L) ⊆
Pow(Σ∗) is the image of L under π , a set of finite pathsets.
Lemma 17 (Separation Lemma). Let L1,L2 ⊆ HΣ be regular
forest languages such that

π (L1) ∩ π (L2) = ∅

Then there are finite distributive algebrasF1,F2,F3 and a language
X ⊆ Σ∆ recognized by F1 ≀F2 ≀F3 such that

L1 ⊆ X ⊆ (HΣ − L2)

That is, X separates L1 from L2.

Proof. The proof considers a forest algebra (H ,V ) recognizing both
L1 and L2 via a morphism ϕ, and constructs PDL languages ‘ap-
proximating’ each ϕ−1(h) for h ∈ H . □

Let’s consider how this is useful for proving Theorem 16 by
sketching the proof idea for the theorem – we will make this more
precise in Section 6.3. If F is a forest algebra with morphism ϕF :
Σ∆ → F, we can apply this lemma to all pairs of languages ϕ−1

F
(h)

for h ∈ HF and obtain separators Xh,h′ for each pair whenever
πϕ−1(h) ∩ πϕ−1(h′) = ∅. Combining the resulting separators, we
can build finite distributive algebras F1,F2,F3 and a morphism
ϕX : Σ∆ → F1 ≀ F2 ≀ F3 which recognizes each Xh,h′ . We will
examine the derived category DϕF,ϕX . If we can show that this
derived category divides a finite distributive algebra F0, we can
apply the Derived Category Theorem to concludeF ≺ F0 ≀F1 ≀F2 ≀F3,
which then will prove Theorem 16.

6.2 Locally-Distributive Categories
Recall the equation v[h1 + h2] = vh1 + vh2 defining distributive
forest algebras. To apply this to derived forest categories, we would
want to interpretv as an arrow andh1,h2 as half-arrows. In general,
this equation does not make sense, since the action of an arrow on
a half-arrow is only defined in certain cases. The equation becomes
sensible when we restrict it to those arrows and half-arrows for
which the action is defined:

Definition 18 (Locally Distributive). We say that a derived forest
category C is locally distributive if the following equation holds for
any h ∈ Obj(C) and any two half-arrows h1,h2 ∈ HArr(h), and for
any arrow v ∈ Arr(h,h′) (h′ ∈ Obj(C)):

v[h1 + h2] = vh1 +vh2

Rewriting this in arrow-based notation, we want the following for
any half-arrows h h1

←−− and h h2
←−−, and for any arrow h′

v
←− h:(

h′
v
←− h

)
·

(
h

h1
←−− +h

h2
←−−

)
=

(
h′

v
←− h

h1
←−−

)
+

(
h′

v
←− h

h2
←−−

)
Any derived forest category that divides a distributive forest

algebra must be locally distributive. We now show that the con-
verse is also true: Any locally-distributive category divides some
distributive forest algebra. In analogy to results from the theory
of ordinary finite categories, we refer to this as a Local-Global
Theorem – showing that being locally distributive entails a global
property of the category:

Theorem 19 (Local-Global). Let C be a locally-distributive finite
derived forest category. Then it divides a finite distributive forest
algebra.

Proof. The proof proceeds by considering terms built from arrows
and half-arrows and using local distributivity to transform them
into a normal form that only depends on the paths in these terms
(viewing them as forests). We then apply Proposition 6 to construct
a finite distributive forest algebra and a division. □

The idea of introducing a ‘local’ version of distributivity that is
appropriate for forest categories, and then relating it to distributive
forest algebras in a ‘Local-Global’ Theorem is related to a long
tradition in the theory of semigroups and monoids, where local

6
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pseudovarieties of categories have been an important object of
study (e.g., [21], [10], [1]), and where such Local-Global theorems
have been applied to prove decidability of logic classes [9].

In order to prove Theorem 16, our goal will be to prove that the
derived category DϕF,ϕX mentioned above is locally distributive,
then being able to apply Theorem 19. The details are given in
Section 6.3.

6.3 Concluding the proof of Theorem 16
Proof of the Theorem. LetL be a language recognized by a 2-distributive
finite algebra F via morphism ϕ : Σ∆ → F. For each pair h1,h2 ∈
HF such that π (ϕ−1(h1))∩π (ϕ−1(h2)) = ∅, we can apply Lemma 17
to the languagesL1 := ϕ−1(h1) andL2 := ϕ−1(h2). From the lemma
we get a language Xh1,h2 separating the preimages of h1 and h2.
That is, we have

ϕ−1(h1) ⊆ Xh1,h2 ⊆ (HΣ − ϕ
−1(h2))

We also get an algebra Gh1,h2 = F
h1,h2
1 ≀ F

h1,h2
2 ≀ F

h1,h2
3 which

recognizes X via morphism ψh1,h2 : Σ
∆ → Gh1,h2 . By the lemma,

the three algebras Fh1,h21 ,Fh1,h22 ,Fh1,h23 are finite and distributive.
Let

G := ©«
?
h1,h2

F
h1,h2
1

ª®¬ ≀ ©«
?
h1,h2

F
h1,h2
2

ª®¬ ≀ ©«
?
h1,h2

F
h1,h2
3

ª®¬
where we take products over all pairs h1,h2 for which π (ϕ−1(h1))∩
π (ϕ−1(h2)) = ∅ holds. ThenG is a wreath product of three finite
distributive algebras. Furthermore, it is divided by eachGh1,h2 , and
thus recognizes each of the separators Xh1,h2 via some morphism
ψ : Σ∆ →G.

We now consider the derived forest category Dϕ,ψ . We want
to show that it is locally distributive, then being able to apply the
Derived Category Theorem. Leth,h′ be objects, let f1, f2 ∈ HArr(h),
and let v ∈ Arr(h,h′). By the definition of the Derived Category,
we can write f1 as h h1

←−− and f2 as h h2
←−−. Also, we can write v

as h
p
←− h′, with p ∈ VF . We want to prove the equality from

Definition 18.
Note that h1,h2 ∈ HF . In view of the construction of the half-

arrows in the derived category, there are forests t1, t2 ∈ HΣ such
that ϕ(ti ) = hi and ψ (ti ) = h for i = 1, 2. For a contradiction, let
us assume π (ϕ−1(h1)) ∩ π (ϕ−1(h2)) = ∅. Given the wayψ was con-
structed, the equalityψ (ti ) = h entailsψh1,h2 (t1) = ψh1,h2 (t2). This
is a contradiction to the way in which we have chosenψh1,h2 . The
assumption about the empty intersection must have been incorrect,
and we have

π (ϕ−1(h1)) ∩ π (ϕ
−1(h2)) , ∅

So there are forests b1,b2 such that ϕ(bi ) = hi and π (b1) = π (b2).
Recall v = h

p
←− h′, with p ∈ VF . Let α ′ ∈ ϕ−1(p). Since F is

2-distributive, we have ϕ(α ′[b1 + b2]) = ϕ(α ′b1 + α ′b2). Applying
ϕ, this means

p(h1 + h2) = p(h1) + p(h2)

In the derived category, this translates to

v(f1 + f2)) = v f1 +v f2

or, in arrow-based notation,

h′
p
←−

(
h

h1
←−− +h

h2
←−−

)
=

(
h′

p
←− h

h1
←−−

)
+

(
h′

p
←− h

h2
←−−

)

a

b

b c

c

a

b c

a

a

b

c

d

(a)
a

b

b c

d

c

a

b c a

(b)

Figure 3. Illustration for Definition 20. Applying Ψ to the tree in
(a) results in the tree in (b). The trees have the same (not necessarily
maximal) paths. In (b), no two siblings have the same label.

Thus, Dϕ,ψ is locally distributive. It is also finite (the two algebras
involved in its construction are finite), so it divides a finite distribu-
tive algebraF′. By the Derived Category Theorem, L is recognized
by F′ ≀G, which is the wreath product of four finite distributive
algebras. □

7 Decidability of 2-Distributivity
We have shown that languages recognized by finite 2-distributive
algebras form a subclass of PDL. We now show that 2-distributivity
is decidable.

To decide whether F is 2-distributive, we need to check for
morphisms ϕ : Σ∆ → F whether ϕ(v(f1 + f2)) = ϕ(v f1 + v f2)
holds whenever π (f1) = π (f2), for all forests f1, f2 ∈ HΣ and
all contexts v ∈ VΣ. To do this algorithmically, we want to find
those pairs h,h′ ∈ H such that π (ϕ−1(h)) and π (ϕ−1(h′)) have
nonempty intersection. For these h,h′, we then need to check
whether v(h + h′) = vh + vh′ for all v ∈ V . If we can find these
pairs h,h′ algorithmically, decidability is shown (We will see that
looking at one specific morphism ϕ is enough.).

Thus, the problem boils down to deciding, given two regular
forest languages L1,L2, whether π (L1) ∩ π (L2) is empty. We will
reduce this to the problem of deciding whether two regular forest
languages – computed from L1,L2 – have nonempty intersection.
We will use the following tool:

Definition 20 (Distributive Normal Form). Define a map Ψ :
HΣ → HΣ as follows.

Consider a forest f := β1[f1]+...+βn [fn ] (n ≥ 0). Here, β1, ..., βn
are symbols from Σ, some or all of which can be identical, and
f1, ..., fn are forests. For each β ∈ {β1, .., βn }, define

Fβ := { fi : βi = β} ⊂ { f1, ..., fn }
7
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Then, set

Ψ(f ) :=
∑

β ∈{β1, ...,βn }

β
©«Ψ


∑
f ′∈Fβ

f ′
ª®¬

An example is provided in Figure 3.

Proposition 21. Let f , f ′ ∈ HΣ.
1. No two distinct sibling nodes in Ψ(f ) are labeled with the

same symbol.
2. π (f ) = π (Ψ(f )).
3. π (f ) = π (f ′) if and only if Ψ(f ) = Ψ(f ′).

Proof. (1) By induction over the height of forests. (2) is immediate
from the definition of Ψ. For (3), the ‘if’ direction follows from (2).
For the ‘only if’ direction, observe that, for any given pathset, there
is only a single forest (up to order of siblings) having this pathset
and satisfying the condition that no sibling nodes have the same
symbol. □

Due to the second property, we will use Ψ(f ) as a suitable repre-
sentative forest for the path set π (f ). In certain ways, Ψ(f ) will be
better-behaved than a general forest f . The following proposition
shows that the image of languages under Ψ is also well-behaved:

Proposition 22. Let L be a regular forest language. Then Ψ(L)
is a regular forest language and can be effectively constructed from
(an automaton for) L.

It is important to note that the image Ψ(L) is not recognized by
a horizontally idempotent forest algebra, as multiplicity of children
does matter. The recognizing finite forest algebra will be horizon-
tally commutative but not idempotent. This proposition and proof
is the one place in this paper where we deviate from our convention
that all forest algebras are horizontally commutative and idempo-
tent.

Proof. Let F = (H ,V ) be a finite forest algebra recognizing L via
morphism ϕ.

Let H ′ := Pow(Pow(H ))Σ ∪ {⊥} with the operation: f + f ′ = ⊥
if there is α ∈ Σ such that f (α), f ′(α) , ∅, or if one of f , f ′ is
already equal to⊥. Otherwise, (f + f ′)(α) = f (α)∪ f ′(α). It should
be noted that this operation is not idempotent due to the first
condition, which makes f + f = ⊥ unless f (α) = ∅ for all α . With
this operation, H ′ is a commutative finite monoid with identity f0
given by f0(α) = ∅ for α ∈ Σ.

LetV ′ be the finite monoid of all mapsH ′ → H ′, which naturally
acts on H ′. It is easy to show that (H ′,V ′) is a finite forest algebra
(though not horizontally idempotent).

Then define a morphismψ : Σ∆ → (H ′,V ′) by first constructing
the images of the contexts consisting of only a single letter:ψ (α) :=
дα where byψ (α) we denote the image of the context consisting of
only α and a variable below it (α[X ]). Once we have chosenдα ∈ V ′
for each α , it is not hard to see that we obtain a unique forest algebra
morphism ψ : Σ∆ → (H ′,V ′) extending this map. Recall that дα
will need to be a map H ′ → H ′. We first set дα (⊥) = ⊥ for all α .
For f ∈ H ′ − {⊥}, so f : Σ→ Pow(Pow(H )), we furthermore set

ψ (α)(f )(β) = ∅ when α , β

Finally, considering the case α = β , then for any Q ⊂ H , we set
Q ∈ ψ (α)(f )(α) if and only if there are sets Q1, ...,Ql ⊂ H such

that for each γ ∈ Σ such that f (γ ) , ∅, there is Pγ ∈ f (γ ) such that

Q1 ∪ ... ∪Ql =
⋃
γ

Pγ

and

Q =

ϕ(α) ·

∑
h∈Qi

h

 : i = 1, ..., l


We now claim that, for h ∈ H , the language Ψ(ϕ−1(h)) − {∅} (that
is, removing the empty forest if it is in the language) is equal to

ψ−1({ f : ∃α : f (α) , ∅ ∧ ∀α ∈ Σ : f (α) = ∅ ∨ {h} ∈ f (α)})

whereψ is the forest algebra morphismψ : Σ∆ → (H ′,V ′) that we
just constructed. This is shown by induction over forests.

Considering that the empty forest is the only element of the
preimage of the identity element of H ′, this implies that Ψ(L) is
recognized by (H ′,V ′) viaψ . □

We can now show decidability of 2-distributivity:

Theorem 23. It is decidable whether a finite forest algebra is 2-
distributive.

Proof. Given a finite forest algebra F = (H ,V ), choose Σ := V ,
and let ϕ : Σ∆ → (H ,V ) be the (unique) morphism extending the
identity map ϕ : Σ→ V , that is, mapping the contextv[X ] tov ∈ V .

Given two regular forest languagesL1,L2, it is decidablewhether
π (L1) ∩ π (L2) is empty. To prove this, we use the mapping Ψ in-
troduced in Definition 20. We can use Proposition 22 to effectively
check whether the regular forest languages Ψ(L1) and Ψ(L2) have
nonempty intersection. From Proposition 21, we know that this hap-
pens if and only if π (ϕ−1(h)) and π (ϕ−1(h′)) also have nonempty
intersection.

Using this resut, we can then, for each pair h,h′ ∈ H , effectively
check whether π (ϕ−1(h)) and π (ϕ−1(h′)) have nonempty intersec-
tion. If this is the case, we can check for each context type v ∈ V
whether v[h + h′] = vh +vh′. This equality holds for each v and
for each selected pair h,h′ if and only if ϕ(c(f + f ′)) = ϕ(c f + c f ′)
for all c ∈ VΣ and each f , f ′ ∈ HΣ such that π (f ) = π (f ′). This is
a necessary condition for F to be 2-distributive.

To prove that this is also sufficient, consider another alphabet
Σ′ and a morphism ψ : Σ′∆ → (H ,V ). We can build a morphism
η : Σ′∆ → Σ∆, generated by the map Σ′ → Σ defined by η(α) :=
ψ (α) ∈ Σ for α ∈ Σ′. Then ψ = ϕ ◦ η. Let f1, f2 ∈ HΣ′ with
π (f1) = π (f2), and let c ∈ VΣ′ . Then π (η(f1)) = π (η(f2)), and,
by assumption, ψ (c[f1 + f2]) = ϕ(η(c[f1 + f2])) = ϕ(η(c)[η(f1) +
η(f2)]) = ϕ(η(c)η(f1) + η(c)η(f2)) = ϕ(η(c f1 + c f2)) = ψ (c f1 + c f2).

□

8 Discussion
We have shown that 2-distributive finite forest algebras recognize
a subclass of PDL, and that 2-distributivity is a decidable property.

As we outlined in the Introduction, generalizing this approach to
k > 2would settle decidability of PDL. Our notion of 2-distributivity
can be generalized in the following way, slightly different than the
one given in [17]:

Definition 24. For each k ≥ 1, define a congruence ∼k on Σ∆ =
(HΣ,VΣ) as follows:

1. ∼1 is the smallest congruence such that f ∼1 f ′ whenever
f , f ′ ∈ HΣ and π (f ) = π (f ′).

8
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2. For any k ≥ 1, ∼k+1 is the smallest congruence such that
v[f + f ′] ∼k+1 v f +v f

′

for any v ∈ VΣ and any f , f ′ ∈ HΣ such that f ∼k f ′.
For each k , the congruence ∼k encodes a k-fold iteration of

the distributive law. A forest algebra F is k-distributive if, for all
morphisms ϕ : Σ∆ → F, ϕ(f ) = ϕ(f ′) whenever f ∼k f ′. For
k = 2, this coincides with our definition above.

In analogy to Proposition 9 and a result from [17], it can be
shown that the wreath product of k distributive forest algebras is
k-distributive. Determining, given a finite forest algebraF, whether
it is k-distributive for some k is a decidable problem. If one could
show that any finite k-distributive forest algebra only recognizes
languages in PDL, definability in PDL would therefore be shown
decidable [17]. We have solved this problem in the case k = 2.

Indeed, generalizing our Local-Global Theorem to k ≥ 2 is fea-
sible, and the proof method of our main result might be adapted
to construct an inductive proof. It would be sufficient to, given a
general k-distributive algebra, construct a wreath product of finite
distributive algebras and show that an appropriate derived forest
algebra is k − 1-distributive. To carry this out, a suitable strengthen-
ing of our Separation Lemma to a property stronger than separation
would be required.

PDL is a member of a larger family of forest languages for which
decidability of expressibility is still unknown, in spite of longstand-
ing interest and several attempts [14, 20]. For a range of tree and
forest logics, decidable characterizations have been obtained (see [3]
for a survey up to 2008; more recent results include [2, 4, 5, 11, 12]
among others). However, for many more prominent logics, includ-
ing First-Order Logic with ancestor, CTL, CTL∗, PDL, and Chain
Logic, this problem remains open. As described in the introduction,
PDL extends both CTL and CTL∗. All of these logics were shown
by [6] to correspond to iterated wreath products of specific types
of forest algebras satisfying a distributive law. Among these, PDL
stands out because it is characterized through products of arbitrary
distributive forest algebras, and can – at least at the level k = 2 –
be captured in terms of a k-fold iterated distributive law. There-
fore, our results might also shed light on this larger family of open
problems.

In the field of regular word languages and logic on words, the
study of finite monoids has been tremendously successful. Our
proof strategy highlights how the classical theory developed for
studying logic on words via wreath products of monoids carries
over faithfully to the setting of forest algebras: Our proof proceeds
by solving two sub-problems related to the left and right factors
in wreath product decompositions: a separation result and a Local-
Global theorem, which are then combined via the Derived Category
Theorem [21]. These steps are remarkably similar to results from
the theory of logic on words and finite monoids which also reduce
the problem of decidability to separation [13] and Local-Global
theorems [9].
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