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In modern real-time systems, we usually need to distinguish between two types of tasks: hard tasks that
ought to be scheduled so that they meet their deadline with absolute certainty and soft tasks for which
missing a deadline is tolerated. Typically, hard tasks are vital for the correct execution of the system and
missing a deadline for such tasks may have catastrophic consequences while missing a deadline of a soft task
only degrades the overall performances of the system. It is also usual to distinguish between tasks for which
the inter-arrival time is fixed and which are often called periodic tasks, and tasks for which the inter-arrival
time is subject to uncertainty and specified by an interval constraints and which are often called sporadic
tasks. Periodic tasks are suitable for applications where it is required to sample regularly a given physical
entity (e.g. a temperature, pressure, torque, speed, ...), or actuate regularly on the system via an actuator.
Sporadic tasks are suitable for modelling scenarios where the activation instants cannot be forecast with
precision, like in human-machine interfaces, or external asynchronous interrupts. Most real systems contain
naturally both periodic and aperiodic events/tasks.

In this work, we consider a rich formal model of co-duration scheduling that is applicable to systems with
both periodic/aperiodic and hard/soft tasks. Additionally, we assume our schedulers to be non-clairvoyant
in the sense that the execution and inter-arrival times of tasks are subject to uncertainty modelled by
stochastic distributions. More precisely, each task in our system is identified as either hard or soft. Each
hard and soft task is specified by a fixed deadline, and two discrete finite support distributions: one for their
computation times and one for their inter-arrival times. When a job (i.e. an instance of a task) associated to
a task is created, its computation time is not known but only the probability distribution among the possible
computation times is known. Similarly, the arrival time of the next job associated to a task is not known
but only the distribution among the possible arrival times is known. In addition, each soft task comes with
a cost that is incurred each time a deadline for a job of this task is missed. The objective of the scheduler
in this model is twofold:

e the deadline of all jobs corresponding to hard tasks must be met with certainty, and

e the expected mean cost of missing deadlines of jobs associated to soft tasks must be minimised.

Contributions: First, we define formally the non-clairvoyant scheduling problem with both periodic/aperiodic
and hard/soft tasks and show how this problem can be reduced to a non-standard optimisation problem for
finite Markov decision processes (MDP). More precisely, we consider MDPs with two objectives that need
to be satisfied simultaneously: one safety objective and one expected mean-cost minimisation objective. The
safety objective is used to model the constraints on hard tasks: the deadline of each job associated to such
task must be met with absolute certainty. While the expected mean-cost minimisation objective is used to
model the preference for schedules that minimise the expected mean-cost of missing job deadlines associated
to soft tasks.

Second, we provide a worst-case exponential time algorithm that decides the existence of a safe and opti-
mal schedule, and we study the computational complexity of our scheduling problem. While our scheduling
problem generalises scheduling problems that are known to be NP-COMPLETE and CONP-COMPLETE (see
related works below), we show that our problem is harder than those problems by proving hardness of our
problem for the class PP, i.e. the class of problems that can be solved by a probabilistic time Turing machine
that operates in polynomial time [13]. This complexity class contains both NP and coNP, and is closed
under complement, see e.g. [6].



Third, we have implemented a prototype of tool on top of the probabilistic model-checker STORM [11].
Given a description of the set of hard and soft tasks, our prototype first computes the set of safe schedules,
i.e., all the schedules in which the deadline of all the hard tasks are met with certainty. Then our prototype
produces a STORM model for the soft tasks that only allows those schedules that have been shown safe by the
previous step of the algorithm. A strategy that minimises the expected mean-cost for missing the deadlines
of the soft tasks in this model is guaranteed to be an optimal strategy among all the safe strategies for the
hard tasks. We are looking for such an optimal strategy. Currently the prototype tool can handle a total of
4-5 hard and soft tasks that can lead to almost a million states in the constructed MDP. We plan to develop
a more efficient implementation with a notion of maximality over states that forms an antichain. We think
that the use of antichain will allow us to handle systems with more states.

Finally, we compare the optimal solutions obtained with our procedure against an adaptation of the
earliest deadline first (EDF) algorithm to account for the soft tasks. We show that this EDF-like strategy
can be arbitrarily worse in terms of the expected mean cost for missing the deadlines of the soft tasks when
compared to the optimal strategy that our procedure constructs. This is shown with a family of examples
where the gap of performances can be made as large as desired. We also provide examples and experimental
results using the probabilistic model-checker STORM in which the solutions computed by our algorithm have
been compared to solutions provided by EDF-like strategies. Note that the safe and optimal scheduler
computed by our algorithm consists of a simple control table that can be directly used at execution time.

Related work: The schedulability of (hard) periodic tasks is a classical problem that have been studied in
details in the literature, see e.g. [20, 17, 18, 12, 5]. This classical scheduling problem can be seen as a special
case of our problem with only hard tasks for which the inter-arrival times of tasks and the computation
times are fixed, which can both be modelled as Dirac distributions in our model. The schedulability of
(hard) periodic tasks has been shown CONP-COMPLETE in [17, 5]. In the literature, there are also scheduling
problems that consider tasks that are not (strictly) periodic but whose inter-arrival time is specified by an
interval [23, 16, 14, 4]. If the interval of inter-arrival times is finite, then this scheduling problem can also be
seen as a special case of our problem with only hard tasks. Indeed, if I is the finite set of inter-arrival times
for a task, then we can model this by a probability distribution of inter-arrival times with a support equal
to I. For the schedulability of the hard tasks, only the support of the distributions matters rather than the
actual distribution.

The clairvoyant scheduling of (only) soft tasks is also a classical problem that has attracted ample at-
tention in the scheduling literature, see e.g. [25, 19, 3]. A common setting that is found in the literature
considers only one period and a set of tasks that have both mandatory and optional sub-parts. The manda-
tory part can be considered as a hard task for which the execution needs to be completed while the optional
part is similar to a soft task in our setting. Each task has a fixed computation time (Dirac distribution) and
a fixed deadline. There is a cost equal to the computation time of the optional part unless the optional part
executes entirely. The problem of minimisation of total cost is NP-complete when the optional tasks have
arbitrary processing times [21]. We can see that the NP-completeness already holds when we consider tasks
without the mandatory sub-part which is a proper subset of the setting that we consider here.

Finally, there are works in the literature that consider scheduling problems with both hard and soft tasks,
see e.g. [8, 24, 9, 1]. But to the best of our knowledge, none of those works consider the non-clairvoyant
scheduling of both hard and soft tasks with stochastic uncertainty.

In [15], duration probabilistic automata which is a class of acyclic timed automata has been considered
to synthesize expected time optimal schedulers in a system of tasks where the task durations are uniformly
distributed. In [22], the following problem has been studied: synthesis of schedule for production systems
where resources can fail probabilistically and the costs incurred are of two types: storage costs that are
incurred when an order is finished before the due date, and delay costs, which are incurred if an order is
finished after the due date. The non-standard optimisation problem that we consider on MDP and which
simultaneously asks for satisfying a safety and an expected mean-cost constraint is related to a recent line
of works that mixes two-player zero sum games and MDPs, see e.g. [7, 2, 10].
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